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Configurations 
The analogy between heat and mass transfer has been used to obtain local and aecrage 
transfer coefficients for a one-row plate fin and tube heat exchanger configuration- The 
mass transfer experiments were performed using the naphthalene sublimation technique. 
A heat exchanger passage leas modeled using naphthalene plates; spacer disks simulated 
the tubes. Detailed measurements of the surface elevation of the naphthalene plates 
were made before and after a data run. and this enabled evaluation of the local transfer 
coefficients. Average transfer coefficients were determined both by surface integration of 
the local mass transfer or by iceighing the test plate with a precision balance; the two 
methods gave results t licit agree within one or two percent. The local measurements revealed 
high values of the transfer coefficient on the forward part of the fin due to the presence 
of developing boundary layers. In addition, owing to a natural augmentation effect 
caused by a vortex system which develops in front of the tube, there are very high fin 
transfer coefficients in a I'-shaped band that rings the tube. The effect of the vortex sys­
tem is more pronounced at higher Reynolds numbers. Relatively low transfer coefficients 
are encountered on the portion of the fin that lies downstream of the minimum flow cross 
section. The coefficients are especially low in the region behind the tube. 

I n t r o d u c t i o n 

Heat exchange devices that consist of a set of parallel plates 
and an array of tubes passing perpendicularly through the plates 
are commonly employed in engineering applications, for example, 
air conditioning machines. Such devices are often referred to as 
plate fin and tube heat exchangers. In addition, these heat ex­
changers are designated as single row or multi-row depending 
upon the number of rows of tubes that are encountered by the 
fluid passing between the plates. The present paper is concerned 
with the transfer characteristics of single row exchangers. 

In view of the wide-spread use of plate fin and tube heat ex­
changers, it is remarkable that so little information about their 
heat transfer characteristics is available in the published litera­
ture. For single-row exchangers with plane fins, (he most exten­
sive set of results is due to Shepherd (]]. ' The heat transfer infor­
mation presented by Shepherd is in the form of average air-side 
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transfer coefficients and transfer rates. These transfer coefficients 
were evaluated without account being taken of the role of the fin 
efficiency (i.e., nonuniform fin temperatures) and, in addition, 
there are other uncertainties in the data reduction procedure 
which will be discussed later. The most dense fin arrangement in­
vestigated by Shepherd was 11 fins per in. Gebhart [2| has also 
reported some average heat transfer results for the plane fin case 
in conjunction with a study of fins having slots, holes, and tabs. 
Bunge [o] gave results for two single-row plane fin units, arranged 
one behind the other, with a variable open space between. 

Quite apart from the available average transfer coefficients and 
their possible limitations with respect, to parameter ranges and 
accuracy, it is also relevant to note that local transfer coefficients 
on the fin surface are altogether unavailable. The absence of such 
information is understandable in view of the formidable difficul­
ties of measuring local heat transfer rates and temperatures on 
fin plates that are typically 0.15 mm (0.006 in.) thick and are 
separated by about IV2 mm (0.060 in.) from adjacent fins. 

In the present research, local transfer coefficients on the fins of 
a one-row fin and tube heat exchanger configuration have been 
obtained by means of the analogy between heat and mass trans­
fer. Average transfer coefficients were also determined. The mass 
transfer experiments were performed utilizing the naphthalene 
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sublimation technique. Although this technique has been em­
ployed in a variety of research problems, it has not, within the 
knowledge of the authors, been applied to obtain quantitative 
data for local transfer coefficients in complex three-dimensional 
(lows of the type encountered here. Due recognition should, how­
ever, be accorded to. Fukui and Sakamoto (tj who used the tech­
nique to opt average transfer coefficients and qualitative local in­
formation for multi-row fin and tube heat exchanger configura­
tions.2 

To employ the method, naphthalene plates were cast in a spe­
cially designed mold which, together with the casting technique 
itself, ensured that the plate surfaces would possess a high, degree 
of flatness. A pair of such plates, spaced apart by a row of circu­
lar disks, formed the mass transfer test section. The disks play 
the same role with respect to the flow field between the plates as 
do the tubes in an actual fin and tube heat exchanger. Painstak­
ing measurements of the surface contour of the naphthalene 
plates before and after a test run were made with a sensitive dial 
gage. Corrections were carefully applied to account for natural 
convection sublimation from the surfaces that occurred during 
the time required for the contour measurements and lor setting 
up the equipment. 

The net change in local elevation of the naphthalene surface re­
sulting from the mass transfer during a test run was determined 
from the contour measurements and the corrections and. from 
this, the local mass transfer rates and transfer coefficients were 
evaluated. In addition, the local changes in elevation were inte­
grated over the surface of the plates in order to yield the overall 
mass transfer. An alternative and fully independent determina­
tion of the overall mass transfer was made by direct weighing 
with a sensitive balance. The results obtained from the surface-
integrated local mass transfer and from the balance measure­
ments were compared and found to agree remarkably well (1 or 2 
percent). 

The experimentally determined local and average transfer coef­
ficients will be presented in dimensionless form in terms of the 
Sherwood number, which is the mass transfer analogue of the 
Nusselt number. As will be discussed later, the Sherwood num­
bers can be converted to Xusseh numbers by employing the anal­
ogy between heat and mass transfer. 

It. is interesting to preview certain noteworthy aspects of the re­
sults by calling attention to an observation which may be made 
outside the laboratory. During or after a winter snowstorm which 
has been accompanied bv wind, one may observe that the snow 
has been swept away from an annular region at the base of a tree. 
The hydrodvnamic conditions which are responsible for the 
sweeping action are expected to be operative as the flow impinges 
on the tubes in a fin and tube heat exchanger. Consequently, ad­
jacent to a tube, one might expect to find a band of very high fin 
transfer coefficients. This expectation is verified bv the mass 
transfer results that will be reported later, 

A schematic diagram of the physical problem under study is 
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Fig. 1 Schematic of one-row plate lin and tube heat exchanger configu­
ration 

presented in Fig. 1. The upper sketch is a general pictorial view of 
a one-row plate fin and tube heat exchanger configuration. The 
lower sketch is a plan view of the configuration that was studied 
in the present investigation. As seen therein, the tube array was 
modeled by four full tubes and bv two half tubes situated at the 
two ends of the span. The region enclosed by dashed lines is one 
of the symmetry zones which repeats across the span of (he fins. 

Fig. I also contains dimensional nomenclature as well as the 
x,y coordinates that will be used to identify positions on the sur­
face of the fin. Although the actual dimensions h. L. S'. and I) of 
the test apparatus wall be indicated shortly, it is relevant to note 
that the results have a much more general applicability when the 
parameters are expressed in dimensionless terms. The dimension-
less parameters which govern the results mav be written as 

// S L 
D'D'D" 

The dimension ratios for the present test apparatus were }i I) = 
0.193, S<1) = 2.5. and 1,1) = 2,16. These values are typical of 
present-day heat exchangers encountered in air conditioning ap­
plications. The results presented herein should be applicable to 
heat exchangers where the dimension ratios are in the same range 
(but not necessarily identical) to those staled in the foregoing. 
The actual values of the apparatus dimensions are: h = 0.165 cm 
(0.065 in.), I) = 0.853 cm (0.336 in.), S = 2.15 cm (0.84,8 in.) and 
L = 1.85 cm (0.727 in.). 

The Reynolds number may be defined in various ways and. in­
deed, numerous definitions appear in the heat exchanger litera­
ture. For the Kays and London definition [5| (see Re definition in 
equation (12)). the range is from about 150 to 1270. Once again, 
this range is relevant to present-day air-conditioning machines. In 
terms of the usual channel Reynolds number (hydraulic diameter 
equal to twice the channel height!, the range is very nearly the 
same as the aforementioned. 

The Schmidt number for naphthalene mass transfer to air is 
2.5. Since the Schmidt number plays a ride analogous to the 
Prandtl number, the scaling of the results from 2,5 to 0.7 tPrandtl 
number for air) can be accomplished bv a power law representa­
tion. 

Test Apparatus and Kxperimental Methods 
The description of the experimental apparatus is facilitated by 

reference to Fig. 2. which is a schematic side view of the test sec­
tion. As shown therein, air from the laboratory room is drawn 

• N o m e n c l a t u r e . 

/) = tube diameter 
l)i, = hydraulic diameter, equation (8) 

b1 = diffusion coefficient 
h = spacing between plates 
K ~- local mass transfer coefficient. 

equation (5) 
K = average mass transfer coefficient. 

equation 19) 
L = streamwise length of channel 
m = local rate of mass transfer/area 

M - surface integrated mass transfer 
rale 

I T = Prandtl number 
Re = Reynolds number, equation (12) 

.S" = distance between tube centers 
Sc = Schmidt number 
Sh = local Sherwood number, equation 

(6! 
Sh = average Sherwood number, equa­

tion (11) 

to = duration time of a data run 
j .v = surface coordinates. Fig. 1 

ri = local sublimation depth 
r = kinematic viscosity 

Pn.ii = bulk concentration of naphthalene 
vapor 

Pn.ir = wall concentration of naphthalene 
vapor 

ps = density of solid naphthalene 

286 / AUGUST 1374 Transactions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



into the channel formed by the naphthalene plates. Upon tra­
versing the length of the channel, the air exits to a plenum cham­
ber from which it passes successively to a flow meter and a blow­
er, and is finally ducted to an exhaust system which discharges to 
the atmosphere at the roof of the building. 

At the upstream end of the test section, the naphthalene plates 
rest in a slot cut into a baffle. The upstream edge faces of the 
plates were carefully aligned with the upstream face of the baffle 
in order to provide a continuous surface. To ensure against extra­
neous mass transfer during the course of a data run, all surfaces and 
edges of the naphthalene plates were covered by a pressure sensi­
tive tape, except for the pair of parallel surfaces which bound the 
air flow channel. These surfaces were left exposed along an axial 
length 0 < x < L, but were covered downstream of x = L. The 
downstream region (.r > /,) was designed to be available for sub­
sequent multi-row studies. 

The placement of the blower downstream of the test section, 
rather than upstream, was a purposeful decision intended to 
avoid uncertainties in the results. Had the blower been upstream, 
preheating of the air prior to its entry into the test section might 
have occurred, thereby causing a temperature rise. The vapor 
pressure of the naphthalene (which is the driving force for the 
mass transfer) is very sensitive to temperature level, with the 
variation being about 10 percent per deg C at room temperature. 
Therefore, deviations from temperature uniformity could well 
have altered the mass transfer results. 

To ensure well defined thermal conditions, the naphthalene 
plates, sealed between glass with a plastic outer wrap, were left in 
the laboratory room (itself temperature controlled) for a period of 
24 hours prior to a test run. Preliminary air flow experiments in 
which thermocouples were embedded in a naphthalene plate ad­
jacent to the subliming surface indicated that the latent heat re­
quirements of the sublimation process were too small to cause a 
depression of the surface temperature. Furthermore, the use of 
the building exhaust system ensured against the presence of 
naphthalene vapor in the laboratory room, so that the air enter­
ing the test section was also naphthalene-free. 

The naphthalene plates used in the experiments were cast in a 
mold that had been painstakingly fabricated to provide castings 
with surfaces which were very smooth, flat, and parallel. The me­
tallic components of the mold, stainless steel plates, and brass 
bars, were subjected to a succession of hand polishing and lap­
ping operations which produced a mirror finish. When assembled, 
the mold had the form of a rectangular cavity whose top was left 
open for pouring the molten naphthalene. Once poured, the naph­
thalene was allowed to solidfy under air cooling conditions. Re­
moval of a cast plate was accomplished by hammer blows on 
strategic positions on the mold. 

The resulting naphthalene test surfaces were smooth, flat, and 
parallel to a degree that no further machining or finishing opera­
tions were necessary. Furthermore, lubricants were never used to 
facilitate the removal of the plates from the mold. Each test plate 
was cast from fresh (i.e., previously unused) reagent grade naph­
thalene, and all implements associated with the casting proce­
dure were kept scrupulously clean. The test surface was never 
touched subsequent to unmolding. In view of these procedures 
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Fig. 2 Schematic side view of the test section 

and precautions, it can be assumed with confidence that the test 
surfaces of the naphthalene plates were free of contamination. 

Further details relating to the fabrication of the mold, the cast­
ing procedure, and the subsequent handling techniques are avail­
able in [6j. 

The circular disks used to model the tubes were made of delrin, 
a free-machining plastic. The disks were fitted with pins which 
mated with holes drilled into the surfaces of the naphthalene 
plates, thereby ensuring proper positioning. Since the thickness of 
the disks controlled the channel height h, they were hand finished 
to a tolerance of 0.0125 mm (0.0005 in.) to ensure channel height 
uniformity. 

Whereas the disks served to establish the proper hvdrodynamic 
conditions found in an actual fin and tube configuration, they did 
not participate in the mass transfer process. The dimensions D 
and h of the disks (defined in Fig. 1) have already been stated at 
the end of the Introduction. From the data given there, one can 
calculate that the surface area of the disks (i.e., the transfer sur­
face) is only about 6.5 percent of the transfer surface of the fins. It, is 
believed that, the nonparticipation of the disks in the mass transfer 
process does not have an important influence on the fin transfer 
coefficients. 

The contour of the naphthalene surface was measured both be­
fore and after a data run by a precision dial gage whose smallest 
scale division was 0.00005 in. (~0.0()1 mm). The dial gage was 
mounted on a fixed strut that overhung a movable coordinate 
table. The coordinate table enabled the surface to be indepen­
dently traversed in two directions (i.e., the x and y directions) in 
the horizontal plane. The traversing was controlled by microme­
ter heads which could be read to 0.002 mm ( —0.0001 in.). During 
the contour measurements, the naphthalene plates were held 
firmly against the coordinate table by flat springs. 

Surface profile measurements made during preliminary data 
runs verified the expected spanwise symmetries. Consequently, 
measurements for all final data runs were confined to the typical 
section outlined by dashed lines in the lower diagram of Fig. 1. 
Contour measurements were made at as many as 250 discrete 
locations. 

The overall mass transfer was measured with a Mettler preci­
sion balance capable of discriminating to within 0.05 mg for spec­
imens having a mass up to 200 g. Measurements of the flow rate 
through the test section were made with a calibrated rotameter 
and, for corroboration, with a gas meter connected in series. Typ­
ically, the gas meter reading divided by the duration time of a 
test run was within 1 or 2 percent of the rotameter reading. 

The temperature of the air entering the test section was sensed 
by a precision-grade laboratory thermometer that could be read 
to 0.1 deg C. A digital timer was used to measure the duration of 
a data run as well as the times required for setting up the experi­
ment and for executing the surface contour measurements. The 
latter times were employed in evaluating natural convection cor­
rections. 

D a t a Reduct ion Procedure 
The local rate of mass transfer at any surface location on the 

naphthalene plates can be evaluated from the local change of sur­
face elevation in conjunction with the duration time of the re­
spective data run. The change of elevation will be referred to as 
the sublimation depth 6 and, for the present experiments, n = 
5(x,y). The surface distribution of I) was determined by differenc­
ing the measured surface elevations before and after a data run, 
and subsequently applying three corrections that will now be dis­
cussed. 

One of the corrections accounted for the sublimation mass 
transfer during the period when surface contour measurements 
were being made on the coordinate table. Auxiliary experiments 
with the plate positioned on the coordinate table were performed 
to provide input information for these corrections. The second 
correction was to account for sublimation during the set-up time 
for a test run and, also for these corrections, in situ experiments 
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were carried out to obtain quantitative input data. In making 
both of the aforementioned corrections, records were kept of the 
time during which the extraneous mass transfer occurred. 

To motivate the third correction, it is relevant to note that the 
surface-averaged sublimation depth during the course of a data 
run was only about 0.025 mm (0.001 in.), this limitation being 
imposed to avoid significant changes in channel dimensions and 
geometry. Furthermore, in spite of precautions and mechanical 
aids, it is not possible to position, remove, and then reposition a 
given plate on the coordinate table to yield precisely identical ele­
vation readings at a given x,.v coordinate setting. For example, 
the force with which the plate is pressed against the table during 
the positioning process may have a slight influence. Fortunately, 
any such elevation changes may be accounted for by making use 
of reference points on the naphthalene plates which do not partic­
ipate in the mass transfer process. Such reference points include 
the area covered by the delrin disks and, in addition, the surface 
area of thin aluminum shims positioned just downstream of the 
fin trailing edge. Before and after dial gage measurements at the 
reference points enabled an accurate accounting of elevation dif­
ferences due to positioning. 

The detailed procedures for making the corrections are de­
scribed in [6]. The accuracy of the corrections is attested to by 
the consistent 1 to 2 percent closure of the mass balances. 

The surface profile measurements, corrected as described in the 
foregoing paragraphs, yielded the surface distribution of the sub­
limation depth b(x,y). Then, using the density />., of the solid 
naphthalene (/;., = 1.145 [7]) and the measured duration time t0 

of a data run, the local rate of mass transfer m per unit area was 
evaluated from 

m(x,v) = psb(x,v)/l0 (1) 

The basic input data for equation (1), f> and to, are available in 
the Appendix of [6] for all test runs. 

To define transfer coefficients, it is necessary to employ a con­
centration difference whose role is analogous to the temperature 
difference used in the definition of the heat transfer coefficient. 
Let Pn.iv represent the concentration of naphthalene vapor at the 
wall and p„/>.r be the bulk concentration of naphthalene vapor in 
the airflow passing through the cross section x = x. For determin­
ing i>„.u-, the vapor pressure—temperature relation for naphtha­
lene can be employed. The Sogin [8] vapor pressure correlation, 
which was used here, is 

l°gio/V„: = U - 8 8 4 - (6713/r„ , ) (2) 

where p„.„. is in lb/ft2 and T„. is in deg R. With pnM- from equa­
tion (2), /)„.„• was evaluated from the perfect gas law (molecular 
weight of naphthalene vapor = 128.17). 

To facilitate the calculation of the bulk concentration i>n.t>x, we 
first evaluate the rate of mass transfer from the fin surface be­
tween x = 0 and x = x. This quantity, denoted by M(x), is given 
by 

Mix) = 2 / ' | f "»Hv,v)rfv]rf.r 
0 y = 0 

(3) 

The factor 2 multiplying the integral takes account of mass trans­
fer from both of the fins which bound a channel. The y integra­
tion extends over the range from 0 to S/2, thereby spanning the 
typical element delineated by the dashed lines in the lower di­
agram of Fig. 1. For points x,y that lie on the part of the fin that 
is blocked out by the tube, the integrand m(x,y) is set equal to 
zero. 

Then, once M is known, pnj,x follows as 

Pn,b, = P„,MI + M(x)/Q (4) 

in which Q is the volume flow passing through the typical ele­
ment (Fig. 1). Owing to the minute amounts of naphthalene that 
are sublimed, Q is constant throughout the test section and equal 
to the volume flow of air. The quantity pnJ,0 is the bulk concen­

tration of naphthalene vapor in the air entering the exchanger. In 
the present investigation, /)„.;,o = 0. 

On the basis of the foregoing paragraphs, a local mass transfer 
coefficient K can be defined as 

A'(.v, v) 
w(.r, v) 

(5) 

A dimensionless representation can then be made by introducing 
the local Sherwood number Sh 

Sh 1<»H (6) 

in which lu is the diffusion coefficient and Di, is the hydraulic di­
ameter. The diffusion coefficient can be expressed in terms of the 
Schmidt number Sc as follows 

,Sc f /Sc (7) 

The Schmidt number is 2.5 [8], and the kinematic viscosity v can 
be evaluated as that for pure air. 

The hydraulic diameter can be defined in various ways. Here, 
we use the London and Kays definition and notation |5] 

D„ \A,l,/A (8) 

where A, is the minimum flow area, L the streamwise length, and 
A the transfer surface area. In terms of the present dimensions 
(Fig. 1), the Di, of equation (8) can be evaluated as 

4(S - D)IiL 
D„ (8r 

2\SL £>2/4) I r,Dh 

The lateral surface area xDh of the tubes has been included in 
the denominator of equation (8a) to facilitate direct application 
of the Sherwood number results to analogous heat transfer situa­
tions. The quantity h appearing in (8a) was evaluated as the av­
erage of the initial and final channel heights. 

An average mass transfer coefficient K and average Sherwood 
number Sh can also be introduced. Let M w u be the overall rate 
of mass transfer3 and A, be the corresponding fin surface area. 
Then, 

A' = ' • " t o t a l / ' " / ) (9) 

in which (Ap„)„, is the log-mean concentration difference given by 

( A n ) — (Pn.w ~ Pn.bQl ~ \Pn, w ~ Pn,bL> MQ) 
lnm ~ ln (p n , „ , - P„ iMV(p„,„. - f>„,bL) 

For most of the Reynolds number range of the experiments, the 
log-mean Apn was very nearly equal to the arithmetic mean A/>„. 
The extreme difference between the two was 2,/4 percent at the 
lowest Reynolds number. The average Sherwood number then fol­
lows as 

Sh == KDh/v (11) 

The Sherwood number results will he parameterized by the 
Reynolds number. The primary Reynolds number definition to be 
used here is that of London and Kays [5] 

Re (12) 

where G is the mass velocity based on the minimum flow area 
and Dh is from equation (8a). Different Reynolds number defini­
tions may be preferred by other investigators. The relationship of 
other Reynolds numbers to the Re of equation (12) is listed in 
Table 1. The last of the definitions in Table 1 is thai for a parai-
lel-plate channel. 

Both the local and average Sherwood number results can be 

'Typically, the overall mass transfer from one plate during a data run 
was about 50 mg. The duration time of a run varied from about 35 to 80 
min, depending on the Reynolds number. 
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Table 1 Reynolds number relationships 
i Basis for (! Di, Re,/Re 

1 m i n i m u m area 
Channel area 
Channel area 
Channel area 

D 
D 
h 

2h 

3.87 
2 .32 
0 .46 
0 .91 

converted to Nusselt number results by employing the analogy 
between heat and mass transfer. According to the analogy 

Sh = C1f1(Re)Scn and Nu = c y , ( R e ) P r " (13) 

Sh =-- C, / ;(Re)Scm and Nu = C, L,(Re)Prm (14) 

From these, it follows that 

Nu -. (Pr/Sc)"Sh 

and 

Nu .--- (Pr /Sc) m Sh 

(15) 

(16) 

The exponents m and n are either Va or 0.4, depending on the cor­
relation that is used. To convert the present results for applica­
tion to heat exchangers in which air is the flowing fluid, the Sher­
wood numbers would be multiplied by the ratio (0.7/2.5) raised 
either to the V3 or 0.4 power. 

Before leaving this section, it is relevant to call attention to the 
boundary conditions of the present experiments. Since the naph­
thalene surfaces are isothermal, the concentration of naphthalene 
vapor at the wall is uniform (i.e., /i,,.,,- is the same at all surface 
locations). According to the analogy between heat and mass 
transfer, the vapor concentration at the wall plays the same role 
in the mass transfer problem as does the wall temperature in the 
heat transfer problem. Therefore, the present mass transfer ex­
periments correspond to heat transfer from isothermal fins, that 
is, to heat transfer fins whose efficiency 1/ is equal to one. 

This is a fortunate outcome, since it is current practice to cor­
rect and standardize heat exchanger results so that they are re­
ferred to fins having an efficiency of one. Such corrections need 
not be applied to the present results inasmuch as they already 
pertain to >; = 1. 

R e s u l t s a n d D i s c u s s i o n 

A presentation of representative results for the distribution of 
local transfer coefficients on the fin surface is given in Figs. 3, 4, 
and 5, respectively, for Reynolds numbers of 1271, 648, and 214 
(Re is defined by equation (12)). Similar results for other Reyn­
olds numbers in this range are available in [6], The local Sher­
wood numbers presented in these figures can be converted to local 
Nusselt numbers by employing equation (15). Each of Figs. 3, 4, 
and 5 is made up of a number of graphs, with each graph corre­
sponding to a given streamwise station characterized by x/L. The 
graphs are arranged with the smallest x/L results at the lower left 
and largest x/L results at the upper right. Values of x/L < 0.269 
denote fin locations upstream of the tube, whereas x/L > 0.731 
denotes locations downstream of the tube. The station of mini­
mum air flow cross section is x/L = 0.5. 

The ordinate variable is the local Sherwood number. Each 
graph has its own ordinate scale as is needed to accommodate the 
local values of the Sherwood number. The abscissa variable for 
each graph is the spanwise coordinate y made dimensionless by 
the half-spacing S/2. Thus, each graph portrays the spanwise dis­
tribution of the Sherwood number at a given axial station. 

Attention will first be turned to Fig. 3, which is for the highest 
of the Reynolds numbers investigated. The results of Fig. 3 will 
be discussed by starting at the smallest x/L (lower left) and pro­
ceeding downstream to successively larger values of x/L. At the 
first axial station (x/L = 0.059), the flow is in the regime of 
boundary layer development and the transfer coefficients are, 
therefore, relatively high. The blockage of the channel resulting 

from the presence of the tube is seen to have a procursive effect 
by inducing a spanwise variation of the transfer coefficients. At 
the next two axial stations, the diminution of the transfer coeffi­
cients with streamwise growth of the boundary layers is in evi­
dence. 

At the fourth station (x/L = 0.221), one encounters a peak in 
the transfer coefficient distribution. This peak is a manifestation 
of a vortex pattern which develops in front of the tube and is 
swept around the side by the flowing fluid. In this connection, it 
may be noted that inspection of the surface of the naphthalene 
plate after a data run indicated the presence of U-shaped grooves 
adjacent to each tube. For the Reynolds number of Fig. 3, there 
were two grooves, one within the other. Both grooves were 
wrapped around the tube, with the closed end of the U upstream 
of the tube and the open end downstream.4 These grooves were 
indicative of the high local mass transfer rates associated with 
the aforementioned vortex pattern. The peak evidenced in Fig. 3 
at x/L = 0.221 is associated with the outermost of the grooves. 

At the x/L = 0.235 station, a second peak in the transfer coeffi­
cient distribution begins to emerge. The second peak becomes 
predominant in the distribution curve for x/L = 0.245. This axial 
station is directly upstream of the tube (i.e., the forward stagna­
tion point is at x/L = 0.269). 

The next distribution curve (x/L = 0.289), as well as the six 
that follow, correspond to axial stations at the side of the tube. 
These curves do not extend all the way to y = 0 owing to the fact 
that a part of the fin is blocked out by the tube. Both peaks per­
sist with somewhat diminishing magnitude for stations up to x/L 
~ 0.5 (about half way around the tube), and thereafter only the 
stronger peak survives. At its highest value, the Sherwood num­
ber exhibited by the stronger peak ( ~52) is substantially greater 
than that in the boundary layer region at small x/L. 

For stations downstream of the tube (x/L > 0.731), the most 
interesting finding is the very low transfer coefficients behind the 
tube. The values of Sherwood number in that region range from 
one to four, which is a small fraction of the Sherwood number 
values elsewhere on the fin. Clearly, the region behind the tube 
contributes very little to the performance of the exchanger. 

The local transfer coefficients are significantly affected by the 
Reynolds number, as may be seen from an inspection of Fig. 4 
which corresponds to Re = 648. First of all, as expected, the level 
of the Sherwood number diminishes with decreasing Reynolds 
number. Even more interesting is the effect on the peaks in the 
distribution curves. Whereas for the higher Reynolds number case 
there were two peaks in the distribution curves, now there is only 
one peak. This finding is corroborated by the visual inspection of 
the naphthalene test plate, which showed only a single U-shaped 
groove adjacent to a tube. In addition, the peak does not persist 
all the way around the tube into the wake region, as was true at 
the higher Reynolds number. Evidently, the vortex pattern is now 
damped out by the relatively stronger viscous forces. 

The trends with Reynolds number are even more in evidence as 
one proceeds to lower Re values, as can be seen in Fig. 5 for Re = 
214. Here, a relatively small peak appears in a few of the distri­
bution curves upstream of the tube, and it persists for only a 
short distance around the side of the tube. Evidently, the vortex 
system which induces the peaks is weak and dissipates quickly. It 
is also interesting to note that for low Reynolds numbers, the 
downstream transfer coefficient distributions tend to "fill-in" in 
the region behind the tube much more than do those for higher 
Reynolds numbers. The level of the Sherwood numbers for Re = 
214 is substantially below that for the Reynolds numbers of the 
earlier figures. 

It is relevant to inquire as to which axial stations on the fin 
surface transfer greater amounts of mass (or heat) and which 

4 The Kruckeis paper [9] contains a photograph of such grooves, but 
there, the closed end of the U appears to he situated considerably farther 
upstream of the tube than is indicated by the present data. 
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Fig. 6 Transfer rates as a funct ion of axial posit ion 

axial stations transfer lesser amounts. To examine this question, 
we form the ratio 

mass transfer rate at axial station .v 
average of the transfer rates at all axial stations 

The numerator of this ratio was evaluated from 

(17) 

(18) 

at each of the axial stations x at which data were collected. It 
should be noted that at those axial stations where a portion of the 
fin is blocked out by the tube (i.e.. at 0.269 < x/L < 0.731), the 
integrand m(x,\) was set equal to zero at the y values at which 
the blockage occurred. Thus, in effect, the integration range at 
those axial stations was confined to the y values where fin mass 
transfer took place. The average value indicated by the denomi­
nator of equation (171 was obtained by averaging the mass trans­
fer rates at all axial stations, that is 

m (x, v )ch' ]rlx (19) 

The results obtained by evaluating the ratio expressed by 
equation (17) are plotted in Fig. 6 as a function of the axial coor­
dinate x/L. The figure contains data for three Reynolds num­
bers.5 1092, 648, and 214. Inspection of the figure indicates that 
the transfer rates at axial stations on the forward part of the fin 
are substantially higher than the average and those on the rear 
part of the fin are well below the average. At axial stations adja­
cent to the front of the tube, a local maximum and a general aug­
mentation are in evidence. 

The high transfer rates that are encountered on the initial por­
tion of the fin are due to the thin boundary layers. These bounda­
ry layers grow with increasing x and cause a corresponding reduc­
tion in the transfer rates. The reduction is arrested by the aug­
mentation provided by the vortex system which develops in front 
of the tube and is carried around the side. At axial stations sit­
uated at the side of the tube (0.269 < x/L < 0.731), the dimin­
ished fin area decreases the transfer rate. However, even as the 
fin area recovers in the range 0.5 < x/L < 0.731, the transfer 
rates do not recover. Downstream of the tube (x/L > 0.731), there 
is a slight increase in the transfer rates, especially at the lowest 
Reynolds number. 

It is interesting to observe that when the results are plotted in 
a ratio form as in Fig. 6, the axial distributions are relatively in­
sensitive to the Reynolds number. There are some differences in 
detail in the augmented region adjacent to the front of the tube 
and in the downstream wake but, in general, the three curves are 

5A preliminary plot indicated thai the x/L positions at which data were 
available for Re = 1271 did not permit good resolution of the local maxi­
mum in the neighborhood of x/L = 0.2^. Therefore, the data for Re = 1092 
are used instead. 

remarkable close together. 
Average mass transfer coefficients, expressed in terms of the 

average Sherwood number, were evaluated from equation (II) in 
conjunction with equations (804. (9). and (10). These results are 
plotted in Fig. 7 as a function of the Reynolds number He. The 
data points have been connected by a faired solid line to provide 
continuity. The data points do not accommodate a straight line 
correlation, and there is no reason to expect such a correlation to 
be appropriate. Indeed, if one considers flow field changes wdth 
Reynolds number as evidenced by the changing strength of the 
vortex pattern and by the filling in of the wake, a straight line 
correlation does not have a rational basis. 

As seen in the figure, the average Sherwood number increases 
slowly with Reynolds number at small Re and then increases 
more rapidly at larger values, of Reynolds number. The augmen­
tation provided by the vortex pattern at larger Reynolds numbers 
is believed to be responsible, at least in part, for this trend. 

It is relevant to compare the present average transfer results 
with those in the literature. To this end. Shepherd's results []] 
were recast into the present variables and plotted as dashed lines 
in Fig. 7. The specific fin-tube coil selected for comparison from 
among those investigated by Shepherd was his No. 5. its dimen­
sion ratios being rather close to those of the present configuration. 
Shepherd does not report actual experimental data, but rather 
presents straight lines on log-log plots which, presumably, repre­
sent a smoothing of the data points. 

As mentioned in the Introduction, there are some uncertainties 
in Shepherd's data as well as in the data reduction. The method 
for determining the air-side heat transfer coefficients was to mea­
sure the overall thermal resistance from the water side to the air 
side (hot water was passed through the tubes! and then to extra­
polate to the case of zero water-side resistance. Furthermore, the 
water circuit was such that the tube wall temperatures were not 
uniform throughout the exchanger. Finally, the effect of nonuni­
form fin temperatures was not rationalized, for instance, by use of 
a fin efficiency. These points about Shepherd's work are being 
mentioned not to minimize his contribution, but rather to suggest 
that his results should not necessarily be taken as gospel. 

Shepherd's results were recast in the form of Nit versus Re, 
where Nu is the average Nusaelt number based on the hydraulic 
diameter defined by equation (8). Then, since the Nu values cor­
respond to a Prandtl number of 0.7, it was necessary to scale 
them to Pr = 2.5, which corresponds to the Schmidt number of 
the present mass transfer experiments. The scaling can be per­
formed by employing equation (16), which can be rewritten as 

Sh (Sc /P r ) m Nu ( 2 . 5 / 0 . 7 ) m N u (20) 

correspond, The upper and lower dashed lines plotted in Fig 
respectively, to m = 0.4 and m = lfa. 

Examination of Fig. 7 reveals a very satisfactory level of agree-
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Fig, 7 Average Sherwood numbers as a funct ion of Reynolds number, 
Sc = 2,5. Average Nusselt numbers can be obtained f rom equat ion (16). 
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merit be tween the present results and those of S h e p h e r d . T h e 

greatest devia t ions appear at higher Reynolds n u m b e r s . These 

devia t ions could, perhaps , be due to S h e p h e r d ' s ex t rapola t ion or 

smoothing of his da t a (e.g., forcing a straight line represen ta t ion) 

or to the neglect of the fin efficiency effect in the reduct ion of his 

da ta . Indeed, if the m - '••> line were to be taken as the represen­

ta t ion of S h e p h e r d ' s results , then its low-side devia t ion could be 

rat ional ized by the fin-efficiency effect. In general , the level of 

agreement evidenced in Fig, 7 lends support both to the present 

results and to those of Shepherd . 

As was ment ioned earlier, t he overall mass transfer ra tes of the 

present exper iments were de te rmined by two independen t meth­

ods. One approach was to in tegra te the local m e a s u r e m e n t s of 

sub l imat ion dep th over the surface of the plate , and the second 

was to de te rmine the overall change in mass direct ly by a preci­

sion balance . For the six (lata runs for which such dual measure­

m e n t s were made , there was typical ly 1 to 2 percent ag reement . 

Th i s ou tcome adds strong support to the m e a s u r e m e n t technique . 

Concluding Remarks 
It has been d e m o n s t r a t e d that the n a p h t h a l e n e sub l ima t ion 

t echn ique is a viable tool for ob ta in ing bo th local and average 

transfer coefficients lor heat exchanger configurat ions of pract ical 

in teres t . T h e measu red Sherwood n u m b e r s can be conver ted to 

N'usselt n u m b e r s by employing equa t ions (15) and (16). 

'The local m e a s u r e m e n t s revealed high va lues of the transfer 

coefficient on the forward par! of the fin due to the presence of 

developing bounda ry layers. In add i t ion , owing to the na tu ra l 

a u g m e n t a t i o n afforded by a vortex sys tem, high coefficients are 

also encountered adjacent to the front of the tube . Relat ively low 

coefficients were found to exist downs t r eam of the m i n i m u m flow-

cross section. It is in this downs t ream region where artificial aug­

menta t ion devices would be beneficial. 

Before closing, cognizance may be taken of possible differences 

in fluid flow inlet condi t ions be tween the present s ingle-channel 

model and the mul t i - channe l a r ray found in a c t u a l heat exchang­

ers. T h e inlet condi t ions that might be affected are the degree of 

uniformity of the velocity profile and the presence or absence of 

separa t ion . T h e local mass transfer m e a s u r e m e n t s did not con­

tain any identif iable charac ter i s t ics t ha t ind ica ted the presence of 

separa t ion , f u r t h e r m o r e , the au tho r s do not believe tha t the 

transfer coefficients were marked ly affected by possible differ­

ences between the inlet velocity profiles. Th i s conclusion is based 

on the resul ts of (It)], where mass transfer coefficients in the en­

t rance region of a para l le l -p la te channe l were de t e rmined in an 

a p p a r a t u s s imilar to that used here; in par t icu lar , the fluid inlet 

configuration was the s ame . T h e transfer coefficients measured in 

(10| were within a percent of ana ly t ica l predic t ions based on a flat 

inlet velocity profile. T h e inlet velocity profile for a channe l in a 

s tacked a r ray should, if any th ing , be f lat ter than that for the 

present inlet configurat ion. On this basis , it may be expected that 

the effect of the inlet velocity profile would be minor . 

Acknowledgment 
Schola rsh ip support ex tended to F. K. \ 1 , Saboya by the Oon-

selho Xacional de Fesqui.-as and by the Institute) Tecnologico de 

Aeronaut ica (both Brazi l ian ins t i tu t ions) is gratefully apprec ia t ­

ed. 

R e f e r e n c e s 

1 Shepherd. 1). (',.. "Performance of One-Row Tube Coils Willi Thin-
Flale Fins. Low Yeloeily Forced Convection," /Tva/mit, /'/pup,1, and Air 
Oomiiliomng, Vol. 2s. 1986, pp. 187 1-H. 

2 debharl, H., "Plow and Heat Fxchange Characteristics of Finned 
Tube Pxchansters." ASHHAK Transai-timis. Vol. 67. 1961, pp. 188 la:!. 

8 Hunge. A. F., "'koelsing van (le berekening op tbeorelisehe grondslag 
van lamelien-iuelitverwarmers aan experimemeel onderzoek," Do Iniion-
ifiir. Vol. 71. \ o . 26. 1969, pp. 12:! 140. 

4 Fukui, S., and Sakamoto, \ 1 , . "Some Fxperiments on Meat Transfer 
rharacferisnes of Air Fooled Heat Fxchangers lor Air Fondilioning De­
vices." Bulletin JSME. Vol. 11, 1968, pp. 8U8-81I, 

o Kavs, W. XT. and London, A. 1,., Cum/tact Heat /f.ve/nmgcr.s. Second 
e<k. McOraw-ilil), New York, H)li4. 

6 Sabnva, F. F. \L , "Focal and Average Transfer Coefficients in a 
PPue Fin and Tube Fxchanger Configuration," PhD thesis. Department of 
Mechanical F.ngmeermg, Cnivershy of Minnesota, Minneapolis. Minn.. 
1974. 

7 Handbook of Cht-misiry and 1'hysier. 47th ed.. Chemical Rubber 
Publishing Company. Cleveland, Ohio, 1966 19(77. p. C-414, 

8 Sogin, H. H,, "Sublimation Front Disks lo Air Streams Flowing Nor­
ma! to Their Surfaces." 'FLANS. ASMK. Vol. 80, 198,8. pp. 61 71. 

9 Kruckels. W. W., "Determination of Local Heat Transfer Coeffi­
cients in Forred Convection Air Flow bv .Aid of Photometric Measure­
ments." .A/(')iK.S.impwitmi .Scrtcs, Vol. 67. No. US, 1972. pp. 112 118. 

10 Lonibardi, (1.. and Sparrow. Fk M.. "Measurements of Local Trans­
fer Coefficients lo.r Developing Laminar Flow in Flat Rectangular Ducts." 
International Journal of Heat and Mass Transfer, in press. 

272 / AUGUST 1974 Transactions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. J. Patton 
Assist. Professor 

Roger Williams Collegr 
Provicience, R. I. Assoc. Mem. ASME 

F. L. Test 
Professor. Mem, ASME 

W. M. Hagist 
Assoc. Professor. Mem. ASME 

Department of Mechanical Engineering 
and Applied Mechanic-

University of Rhode Island 
Kingston, R. I 

An Experimental Investigation of a 

Heated Two-Dimensional Water Je 

Discharge Into a Moving Stream 
The experimental results are presented ft 

etl tico-diniensional water jets injected f 

'tutly of the behtieii -d and unheal-

the bottom of II ini r stream. The 

let e/uiraeierislies tire described in terms of relocity and tempt •tiftles, etdtieity 

and temperature decay, jet tcttlth. jet trajectory, and jet turl The conditions 

irlnch juror the formation of an upstream thermal iceijee are incest 

I n t r o d u c t i o n 

T h i s paper p resen ts the resul ts of an expe r imen ta l invest igat ion 

of a two-d imens iona l hea ted water jet d ischarging into an open 

water channe l . T h e jet enters th rough a slot across (he channel 

bo t tom with the slot or iented pe rpend icu la r to the llow direct ion 

in the channe l . T h e flow is analogous to tha t of a hea led effluent 

d ischarging into a river or e s tua ry when the out tali is a perforated 

pipe ex tend ing across the bo t tom of the flow channe l . 

H a r l e m a n . et al. [ ] ] , ' conduc ted an expe r imen ta l invest igat ion 

to d e t e r m i n e a diffuser design for t he rma l d ischarges . They pro­

posed a manifold of diffuser pipes with circular ports , with the 

pipes located on the river bo t tom perpendicu la r to the ambien t 

flow direct ion. M a h a j a n and -John [2] exper imenta l ly invest igated 

a shallow submerged hea ted slot je t . T h e d e p t h of the jet below 

the free surface was var ied . Car te r [3] conduc ted a s tudy of the 

charac te r i s t ics of a ver t ical hea ted slot jet d ischarging into a 

t ransverse cur ren t . 

Fan |4], Motz and Benedict (5] and Campbe l l and Schetz |(>] 

invest igated the charac te r i s t i c s of buoyant round water jefs. T h e 

invest igators in references |4, 6] used dye injection to d e t e r m i n e 

the jet t ra jector ies . The behavior of round jets, however, cannot 

be ex tended direct ly to slot je t s across a river channel as the am­

bient flow cannot pass a round the slot jet. Ramsey and Golds te in 

[7] exper imen ta l ly s tudied a hea ted subsonic circular air jet in a 

deflecting air s t r e a m . T h e use of air as the fluid facil i tated the 

m e a s u r e m e n t of t u rbu l en t flow proper t ies . 

Apparatus and Experimental Techniques 
T h e expe r imen ta l program for th is s tudy was carried out in a 

laboratory channe l of r ec tangu la r cross sect ion. Fig. 1 i l lus t ra tes 

the configurat ion of the jet pene t r a t i ng into the channe l flow for a 

1 Numbers in brackets designate References at end nf pajx 
Contributed bv the Heat Transfer Division for pubheati' 

NAI. OF HEAT TRANSFER. Manuscript received by th 
Division. March la. 197;!. Paper No. 74-HT (iff 

90° jet injection angle . Fig. 2 p resen t s the overall layout of the 

channe l and rela ted e q u i p m e n t . 

A pre l iminary s tudy of the channe l charac te r i s t ics revealed 

tha t (he velocity profile across the width of the channel was flat 

at d i s t ances greater t h a n 6 ft from the channe l inlet . It was de­

cided, therefore, to locale the jet inlet 7'g ft from the inlet end of 

the channe l . T h e channe l enab les one to model two-dimensional 

var ia t ions in a flowing s t ream and a s sumes that channe l width 

effects can be neglec ted . T h e jet wid th was sized to give a ratio of 

jet flow to m a i n s t r eam flow tha t would app rox ima te that for a 

typical condenser outfall d ischarging into a river. A weigh tank 

located at the end of the channe l allowed both the jet flow and 

the channe l flow to be measured separa te ly . 

T h e t e m p e r a t u r e of the jet inlet water was measured with a 

ca l ibra ted coppe r - cons t an t an the rmocouple inside the jet box. 

Cylindrical fiber-film probes were used with a UlSA 551)00 uni­

versal a n e m o m e t e r sys tem to measure mean and f luc tua t ing 

values of velocit ies and t e m p e r a t u r e s . T h e unit was opera ted in a 

V 

he - inn 
t Transit 

I* , .„ 

Fig, 1 Jet geometry 
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Table 1 Channel condit ions 
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Fig. 2 The laboratory channel 

constant tempera!ure mode for velocity measurements and a con­
stant current mode for temperature measurements. When used 
lor temperature measurements the hot film probe was calibrated 
using the thermocouple in the jet box. 

The hot film probe was supported by a carriage that could tra­
verse the length of the channel on tracks. The probe sensor, which 
is 70 microns in diameter, was located in a horizontal position 
with its axis perpendicular to the axis of the channel. Mean tem­
perature, temperature fluctuations, mean velocity, and velocity 
fluctuations in the direction of the mean velocity were measured 
at discrete locations as the probe was lowered vertically into the 
channel. The velocity fluctuations, however, could be measured 
only for those runs in which ihe temperatures of the jet and am­
bient flow were the same (isothermal runs). The jet trajectory was 
determined from the locus of maximum velocity points after ver­
tical traverses were taken at several locations downstream from 
the jet entrance. The data were taken in a plane perpendicular to 
the channel bottom and then corrected to values in a plane per­
pendicular to the jet axis. The jet curvature and jet width were 
such that this correction was normally negligible. The hot film 
probe was calibrated lor velocity at the beginning and end of each 
run by placing the probe in a rotating basin of water which was 
mounted adjacent to the open channel. 

Data 
The conditions for the runs on which the figures are- based are 

summarized in Tables 1 and 2. Runs which have the same nu­
merical classification but different alphabetical designation are-
duplicates that were taken several days apart to determine exper­
imental reproducibility. The isothermal runs with a 90° inlet 
angle carry a graphical symbol which is used to identify them 
when the results are plotted in Pig. 4. 

The jet Reynolds number based on inlet conditions is impor­
tant in determining whether or not the jet flow is turbulent. Ex­
periments by Andrade |8 | indicate that two-dimensional jet flow-

is definitely laminar for Reynolds numbers bt low id Foster and 
Parker [9] slate that jet flow may be somewhat unstable up to 
Reynolds numbers of about 300 but above this the flow becomes 
turbulent. The jet flow for (he experiments reported in this paper 
is thus well in the turbulent range. 

There were only two jet injection angles used: a 90° injection 
angle as illustrated in Fig. 1 and a jet angle that was 30° from the 
horizontal with the jet directed in an upstream direction. 

Discussion of Results 
A. Isothermal Jets—90° Injection Angle. The behavior of 

the isothermal jet will be discussed first as that forms a basis for 
the understanding of the heated jet. Fig. 3 presents mean velocity 
and turbulence intensity profiles for runs 1A and 4. The probe 
cannot determine How direction and the values shown are velocity 
magnitudes. Visual observations of particles in the flow and dye 
injection experiments indicated that a region of backflow existed 
beneath the jet. The profiles were thus plotted showing backflow 
in this region as the probable condition although the precise di­
rection is unknown. 

Fig. 4 is a plot of the generalized velocity profile in a plane per­
pendicular to the jet axis for an isothermal jet with a 90° injection 
angle. The coordinates are those normally used in plotting jet 
profiles as described by Abramovieh jlO] and Schlichting [11 j . 
and the data represent profiles for several axial locations. (* , 
which is used in calculating the ordinate, is the channel velocity 
at the upper edge of the jet (see Fig. 1). The upper edge of the jet 

•Nomenclature. 

bQ = 

D = 

F, = 

// 
bb 

<!, 

T, 

r, 

distance normal to jet axis from 
the jet axis to the upper jet 
boundary 

half-width of slot forming jet 
entrance 

width of slot forming jet entrance 
I '<>; \AiJJ = channel Froude number 
I ,i •' v/g77js/y//j(, = densimetric 

Froude number 
gravitational acceleration 
channel depth 
channel volume flow rate 
jet volume flow rate 
channel temperature 
jet temperature at the origin 

7\>i = jet center-line temperature 
Tmm = mixed downstream temperature 

I" = mean velocity at any point in Ihe 
jet 

(/' = fluctuating velocity in the jet in 
the direction of the jet axis 

(',,. = mean channel velocity upstream 
from the jet 

I',. = mean channel velocity at a par­
ticular location downstream 
from the jet entrance 

(", = jet entrance velocity 
I ',„ = mean jet velocity on the jet axis 

x = distance along the jet axis down­
stream from the jet entrance 

-v/i = distance measured horizontally 
from the jet entrance 

,v = distance normal to the jet axis 
from the jet axis 

\y = distance measured vertically from 
the jet entrance 

y,t — distance normal to the jet axis 
from the jet axis to the point 

(" - r, 
where y—"~rr = 0.;> 

/j„ = density of water in channel before 
mixing with jet 

Ap = density difference between chan­
nel fluid and fluid at mixed 
downstream temperature 
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Table 2 Jet conditions 

Run 
umbe r 

1A 

I B 

1C 

?,A 

PI) 

3 

3 

" 
7 

P 

9 

10 

l i 

i ? 

1 3 

13 

1 3 

16 

1 " 

I B 

1 9 

20 

? 1 

Rri '• ' • snce 
V e l o c i t y 
( f . / r . e c ) 

l . f i 

1.8 

1.8 

l.fi 

l . b 

1. 3 

1 . 3 

l . ' l 

1 - 3 

3 . 0 

? . 0 

1 . 8 

1 . 8 

1 - 3 

1 . 8 

1 - 3 

1 . 3 

1 . 0 

1 . 0 

1 . 8 

1 . 8 

1 - 3 

1 . 3 

1 . 0 

J e l 
F l n t r s n c e 

Wld-.h 

.oiou 

. 0 1 0 ' ! 

, 0 1 0 ' t 

. 0 1 0 3 

. 0 1 0 " 

.010(1 

. 0 1 Oil 

. 0 0 3 ? 

. 0 0 c ? 

. 0 1 3 3 

. 0 0 3 ? 

. 0 1 0 1 

. 0 1 0 3 

. 0 1 0 3 

.OIOU 

.OlO' i 

. 0 1 0 3 

.010-1 

. 0 1 0 3 

. 0 1 0 ' t 

. 0 1 0 3 

. 0 1 0 3 

. 0 1 0 3 

. 0 1 0 3 

A n g l e 
( d e g r e e s ) 

9 0 

9 0 

90 

90 

9 0 

90 

90 

9 0 

90 

90 

9 0 

90 

90 

9 0 

9 0 

90 

9 0 

9 0 

90 

30 

30 

30 

30 

30 

3e t 
Teniae r a l u r e 

, , • • 

3 3 

•3-

'>0 

, ? 

' l! 

..... 
9 0 

1 1 1 

1 1 1 

1 1 1 

9 0 

111 

1 0 9 

1 1 1 

' 3 
" 3 

' •3 

88 

1 0 3 

R e y n o l d s 
Number 

11 • 30 

1' 30 

18 30 

1» 30 

1 - 3 0 

113-0 

11 3.0 

3 7 0 

' 2 0 

1 2 0 0 

9 9 0 

P 2 0 0 

?»-00 

l f l ' -0 

3 0 3 0 

1 9 9 0 

18--0 

l-'iOO 

131 0 

1 3 9 0 

1 8 9 0 

1 1 2 0 

1 9 3 0 

1 3 9 0 

3 e n r i m e 1 r i c 
p r o u d si? 
Numbe r 

2 

3 

-, 
8 

• 

0 

8 

3 

3 

1 

1 3 

0 ? 

9. 

3'i 

u, 

u 
8 

' . 3 

• . 3 

9 . 3 

3'. 2 

3 . 9 

' . 1 

3 . 8 

1 0 . 3 

1 1 . 1 

i . - 3 

' 9 5 

" . 1 

3 . 0 

- ' . 0 

3 3 3 

1 2 . 1 

i - . ' i 

3 . 2 

' 1 .9 

1 8 . 1 

Fig. 3 Velocity and turbulence intensity profiles—90^ jet injection angle 

is taken to be the point at which dl'/dy is zero. A point defined 
in this manner is difficult to locate experimentally and this is the 
reason lor the amount of scatter at the left-hand side of Fig. 4. As 
a result v,< is more satisfactory than 6 as a characteristic jet di­
mension. 

The plane jet penetrating the boundary layer at the bottom of 
the channel tends to form a block to the channel flow. As a result 
the channel flow attempts to ride over the jet and thus acceler­
ates, although this effect is somewhat diminished by entrainment 
of some of the channel flow into the jet. 

Curve 1 in Fig. 4 is a plot of a theoretical symmetrical profile as 
derived by Tollmien [12] using Prandtl's mixing length hypothesis 
and Curve 2 is a symmetrical profile by Goertler [13] based on the 
assumption of constant eddy viscosity across the jet. Curve 3 is a 
graphical fit of the data points. Above the jet axis (left side of 
Fig. 4) the experimental profile is very close to the theoretical 
symmetrical profiles, with the theory according to Goertler giving 

— • 

• t-i ~ 

aoJ* 
i " C \XB? 
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tt 
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1 

Fig. 4 Generalized velocity profile—90 jet injection angle 

the best comparison. Below the jet axis (right side of Fig. 4) the 
experimental profile differs greatly from the theoretical profiles as 
symmetry is impossible since the jet velocity must go to zero at 
the channel floor and a recirculation zone usually results in this 
region. 

Fig. 3 shows the turbulence intensity for two typical runs. Near 
the jet entrance the turbulence intensity has maxima at both the 
upper boundary and the lower shear layer of the jet but the maxi­
mum at the lower shear layer is the greater and tends to become 
more dominant as the jet moves downstream. The equations that 
reduce the hot film anemometer data to values of yu'2 depend 
on simplifying assumptions that are questionable if Vu'2/l > 
0.2. This will tend to occur in the region under the jet axis but 
the trends in turbulence intensity should be correct as shown. 

B. Heated Jets—i)()° Injection Angle. Fig. 5 shows tempera­
ture distributions for heated jets with the experimental conditions 
the same as in runs 1A and 4 except for jet inlet temperature. 
The fact that recirculation of heated water occurs beneath the jet 
and mixing with the cold ambient fluid takes place only at the 
top edge of the jet results in the region beneath the jet being well 
mixed and of relatively high temperature. This would tend to 

Journal of Heat Transfer AUGUST 1974 / 275 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cause the maximum temperature location to occur beneath the 
maximum velocity location. 

A comparison of runs 9 and 10 in Fig. 5 indicates that the jet 
trajectory and jet spread as determined by maximum tempera­
tures are relatively unaffected by jet temperature. In order to in­
vestigate this further a limited amount of data was obtained to 
determine the position of maximum velocity for a heated jet. This 
involved adjusting the cold resistance of the hot film probe at 
each data point and calibrating the probe at different ambient 
temperatures. From the data it was concluded that the jet trajec­
tory, as determined from the location of maximum velocity, does 
not change with jet temperature, at least for velocity ratios ((',/ 
Id) less than 6.5 and jet temperature of up to 40 deg F over the 
ambient. This leads to the conclusion that the buoyant force has 
a negligible influence on the jet trajectory for a two-dimensional 
jet with a low velocity ratio entering a homogeneous receiving 
fluid. This would not be the case for a round jet where the cold 
ambient fluid can pass around the jet and exert a buoyant force 
on the jet. 

4.0 

6.0 

12.0 
o.o 

6.0 

e.o 

- AMBIENT 

T 
JET 

3.0 
(IN.) 

Fig. 5 Temperature profiles—90" jet injection angle 
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Fig. 6 Isotherms—90° jet injection angle 

Fig. 7 Thermal wedge length as a function of densimetr ic Froude num­
ber 

The phenomenon of a thermal wedge is illustrated by the iso­
therms plotted in Fig. 6. Runs 15 and 1(5 are for a 9(1 deg injection 
angle and an inlet jet temperature that is -10 deg F above the am­
bient. Harleman | l j states that the basic modeling parameter for 
the determination of the thermal wedge is the densimetric Froude 
number F,/. They conducted an experimental investigation which 
modeled an actual diffuser configuration consisting of rows of 
closely spaced holes, and concluded that a thermal wedge will 
form il'F,/ < 1.0. 

Wigh 114] developed an analytic expression lor the shape of the 
steady-state thermal wedge. The solution, however, required an 
assumption concerning the shear stress at the interface and 
knowledge of the initial wedge thickness. From his experimental 
investigation of a slot jet located in the side of a channel, extend­
ing from the free surface to the channel bottom. Wigh concluded 
that a wedge will form if F,; < 0.75. 

The data of the study presented in this paper indicate that a 
thermal wedge will not form unless the densimetric Froude num­
ber is less than 0.7. This criterion is valid for both jets with a 90 
deg and a 30 deg upstream injection angle. The results are shown 
in Fig. 7 which illustrates that the distance (he wedge extends 
upstream is a function of the densimetric Froude number. The 
dashed line is simply an approximate mean of the data points for 
illustrative purposes. The data for some of the runs shown in Fig. 7 
are not given in Tables 1 and '2. A complete listing of all the data 
is given in a thesis by Fat ton |15). 

C. Je ts With 30 deg Upstream Injection Angle. The general 
behavior of jets with a 30 deg upstream injection angle is com­
pared to that with a 90 deg injection angle in Fig. 8. The solid 
and dashed lines shown in Fig. 8 are plots resulting from an em­
pirical nondimensional curve fitting technique as described by 
Patton [15J. The jet first flows upstream being continually de­
flected by the ambient current. The trajectory is initially horse­
shoe shaped and eventually becomes similar to the 90 deg jet. 
When the jet is directed upstream with a sufficiently high veloci­
ty the momentum of the ambient flow is insufficient to deflect 
the jet flow up from the channel bottom and the main flow tends 
to ride over the jet. The upstream penetration distance increases 
significantly with increasing Uj/U,, ratios. 

The decay of maximum velocity for the 30 deg jets is shown in 
Fig. 9 which clearly illustrates the effect of jet trajectory on the 
mixing characteristic of the jet and channel flows. Run 17 in 
which the jet remained close to the channel bottom as a result of 
a high velocity ratio initially has a much slower decay rate than 
the runs with a lower velocity ratio. The turbulent mixing be­
tween the jet and the ambient flow is greatly reduced when the 
jet is moving upstream near the bottom of the channel. 

The velocity and temperature profiles for a typical 30 deg case 
are shown in Fig. 10. The temperature profiles are drawn with 
temperature increases above ambient shown to the left of the ver­
tical line reflecting the fact that the highest temperatures are as­
sociated with the upstream flow. There are two maxima in both 
the velocity and temperature profiles for short distances up­
stream of the jet entrance. This reflects the upstream flow along 
the channel bottom and the return flow. 
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T h e cri ter ia (/•',/ < 0.7) for the formation of a t he rma l wedge for 

the 30 (leg jet is the same as for the 90 deg jet as was seen in Fig. 

7. T h e only difference is t ha t the wedge forms from a point up­

s t r eam of the jet en t r ance as shown in Fig. 11. Th i s resul ts from 

the jet init ially t end ing to move u p s t r e a m along the bo t tom of the 

channe l for a cons iderable d i s tance when the velocity ra t ios have 

the high values t h a t usual ly go with a low dens ime t r i c Froude 

n u m b e r . 

S u m m a r y 

T h e exper imen ta l s tudy presented in th i s paper inves t iga tes 

the flow resul t ing from the discharge of hea ted water into a mov­

ing s t r e a m . T h e pa r t i cu la r type of d ischarge s tudied resul ts from 

a slot across the bo t tom of the flow channe l and pe rpend icu la r to 

the flow di rec t ion . 

T h e m a x i m u m tu rbu l ence is genera ted by the shear layer be­

nea th the jet and its m a g n i t u d e is about the same as t ha t for 

symmet r i ca l two-d imens iona l j e t s . T h e jet behavior is influenced 

by the accelera t ion of the channe l flow which t ends to ride up 

over the jet flow. T h i s blocking act ion of the jet p revents cool a m ­

bient water from get t ing benea th the jet and exert ing a buoyan t 

force on the jet provided the velocity rat io, ( ' , / ( ' „ , is not too high. 

If the velocity ra t io is high a low value of dens ime t r i c F roude 

number , Fa, m a y occur and an u p s t r e a m wedge of warm surface 

water can develop. T h i s ups t r eam wedge occurs if F,/ < 0.7 and 

the length of the wedge increases as the value of Fc; decreases . 

T h e wedge behavior a p p e a r s to be i ndependen t of the je t injection 

angle . 

o RUN !? 

A RUN 18 

D RUN 19 

^ O 

X /D 

Fig. 9 Max imum velocity d e c a y — 3 0 " jet in ject ion angle 

0.0 

4 .0 

= 6.0 
X 

Q. 

a B-° 

10.0 

12.0 

RUN 13 

- 1.0 FT/SEC 
r« H 

_ AMBIENT 
p 

- CHANNEL 
FLOW 

h 

"~Tj 

J 

J 

j „ 
9 | <n 

1 ' 

|s3^ 

J [ 
— $ J 

) 

J 
J 

I 

) 

1 -i.o -7x5 *^r~ 

X„ (IN.) 

Fig. 10 Velocity and temperature prof i les—30 jet in ject ion angle 

-30 .0 0.0 -20 .0 -I5.0 

XH (IN.) e 

LINES ARE LABELED IN °F ABOVE CHANNEL AMBIENT 

Fig. 11 I so the rms—30° jet in ject ion angle 

References 
] Harlcmann, R. P., Hall, C. I... and Curtis, T, (b, ' 'Thermal Diffusion 

of Condenser Water in a River During Steady and Unsteady Flows." Hy­
drodynamics Laboratory Report No. 111. Department of Civil KnLuneering, 
M.I.T., Cambridge, Mass., 1968. 

2. Mahajan. B. M., and -John, .). K., "The Mixing of a Shallow Sub­
merged Heated Water Jet With an Ambient Reservoir," A.LA.A. [taper No. 
71-71. A.LA.A. 9th Aerospace Sciences Meeting, -Ian., 1971, 

3 Carter, hi. H.. "A Preliminary Report on the Characteristics ot a 
Ideated -let Discharged Horizontally Into a Transverse Current, Part I 
Constant Depth," Technical Report 61. Chesapeake Ray Institute, The 
Johns Hopkins University. Nov. 1969. 

4 Fan, L, N.. "Turbulent Buoyant Jets Into Stratified or Flowing Am­
bient Fluids," Report No. KH-R-lo. VV. M. Keek Laboratory of Hydraulics 
and Water Resources. California Institute ot Technology, Pasadena, Calif. 
1967. 

5 Motz, L, H., and Benedict. B. A., "Heated Surface Jet. Discharged 
Into a Flowing Ambient Stream," Report No. '1. Department of Knviron-
menta] and Water Resources Engineering. Vanderbib Universitv, Nash­
ville, Tenn., 1970. 

6 Campbell, -L F., and Sehetz, J. A,. "Flow Properties of Submerged 
Heated FJTiuents in a Waterway." presented at the 10th Aerospace Sci­
ences Meeting, San Die«o. Calif.. Jan. 1972. 

7 Ramsey. -1. W., and Coldstein, R, J., "Interaction of Heated -let 
With a Deflecting Stream." ASMK Paper No. 71-HT-2. 

8 Andrade, FL N., "J'he Velocity Distribution in a l.iquid-Into-I.iquid 
Jet. Idle Plane Jet ." /Vocced/ngs I'hysical Society. London. Vol. ol, 1939. 
pp. 784 793. 

9 Foster, K., and Parker, (1. A., Fluulics: Components and Circuits. 
Wiley. New York, 1970, pp. 95 110. 

10 Abramovich, C. N.. The Theory- of Turbulent -lets. 'The M.I.T Press, 
Cambridge, Mass., 1963. 

Journal of Heat Transfer AUGUST 1974 / 277 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



11 Scblichiing. H„ "Free Turbulent Flows, Jets and Wakes," Boundary Water Recirculation," thesis presented to the Massachusetts Institute of 
Layer Theory. Sixth ed., McGraw-Hill, New York, 1968, pp. 681-70:). 

12 Tollimien. W.. "Berechnung Turbulenter Ausbreitungsvorgange," 
ZAMM. Vol. 6, 1926, pp. 468 -178. 

]:i Goertier, H.. "Bereehnung von Aui'gaben freien Turbulenz auf 
Grund eines neuen Naherungsansatzes," ZAMM. Vol. 22. pp. 244-254, 
1942. 

14 Wigh. R. "The Effect of Outlet and Intake Design on Cooling of Doctor of Philosophy, 1972. 

Technology at Cambridge, Mass., Sept., in partial fulfillment of the re­
quirements for the degree of MS. 1967. 

15 Patton. A. J., "Turbulent Thermal Diffusion of a Slot Jet Flowing 
Into a Moving Stream" thesis presented to the University of Rhode Island 
at Kingston, R. I., in partial fulfillment of the requirements for the degree 

ERRATA 

An er ra ta on H. O. Buhr, E. A. Horsten, and A. D. Carr, "The Distortion of Turbulent Velocity and Temperature Profiles on 
Heating, for Mereury in a Vertical Pipe," published in the May, 1974, issue of the JOURNAL OF HEAT TRANSFER, pp. 152 158. 

This is the corrected version of Fig. X: 

0 8 

07 

0-6 

n 

T~> ̂ _^. 

i 

i/* 

\ 1 // > • i ^ ^ " 

In ' ^ 
w ' i 1 

I > 

! 

? I 

* - * - - < 

tz 

11 

-10 

s • 

Ro/ft* 
00 

o«< 

1 OS 

i-re-

s ei 

13 

12 

tl 

08 

0-7 

OS 

o > 1 

..........^ 

1" 

1 
i . 

16 

15 

I3~~* 

/?*/*# 

01} _ 

0*2-

oes 
1 61 

02 0 4 y/R0 6 O 

0-8 

OS 

0-4 

02 

0 

///zY ! " 
- y///f, - ' 
IMf ' • 7 

1 m * 
- lis- '' / 1 .. 

f 1 

10 

08 

0 6 

V 
r.-Tc 

0 4 

0 2 

0 

" / 

/ 
f 

^ 

jt/Z/ 

/ / / 
r 

. (5 -

14 

- « . - f - -

! 

; 

Re * 20 ,000 Re - 30,000 Re - 60 ,000 

Fig. 3 Effect of heat flux on velocity and temperature distributions in mercury 

278 / AUGUST 1974 Transactions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ERRATA 

An errata on B. O. Buhr, E. A. Horsten, and A. D. Carr, "The Distortion of Turbulent Velocity and Temperature Profiles on 
Heating, for Mereury in a Vertical Pipe," published in the May, 1974, issue of the JOURNAL OF HEAT TRANSFER, pp. 1;",2-15S. 

This is the corrected version of1<'ig. :~: 

0 

0 
0 o-e 10 

1-0 

08 

06 

,,-T 
W 

Re '" 20,000 

U um 

1-0,----,------_--= __ -, 

0-8 

20 

If 

- 10 

o· 

o ':-0---:O:-.J!::-~0'-:-.:-Y-/R--0--6---0~8--I-,JO 

Re " 30,000 

�-3r---,--,--,----,--,--, 

1-2 

I-I 

07 

O-6I--------,----~_t----__+-------+_~--

10,..---,---,-------::=_-, 

0·8 ---

T.-T 

JW-Tc 
04 

°0~-~0~2-~0~.-~0~6---0--L8--/~O 
Y/R 

Re 60,000 

Fig. 3 Effect of heat flux on velocity and temperature distributions in mercury 

278 / AUGUST 1974 Copyright © 1974 by ASME Transactions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



F.'K. Moore 
Professor. 

T. Hsieh 
Research Associate. 

School of Mechanical and 
Aerospace Engineering, 

Cornell University, 
Ithaca, N.Y. 

I* n 
Large Dry Cooling Towers 
A procedure is outlined to meet simultaneous requirements to reduce overall size of a dry 
cooling tower for a large power plant, and to reduce the size (surface area) of the associ­

ated air-water heat exchanger.- First, tower exit dimensions (or fan power) are specified 
as attainable fractions of their theoretical minima as found from a draft equation. Then 
a heat-exchanger type is chosen, having as small an air hydraulic diameter as feasible. 
Appropriate equations and assumptions dealing with air side and water side heat ex­
change and water pumping power then yield a full description of tower and heat-ex­
changer characteristics for a given tower duty. A specific example is worked out and 
compared with the tower at Rugeley, England. We find that a very open heat exchanger, 
of shallow depth (one in. or less) results from our analysis, and in a proposed configura­
tion of acceptable header loss, gives a 1/3. height reduction and a four-fold reduction of 
heat-exchanger area. 

Introduction 

There is growing acceptance of the future necessity for dry cool­
ing systems for large power plants, not only to conserve water and 
avoid condensing plumes, but to avoid the need to site power 
plants on water margins, in disadvantageous competition with 
other uses projected for those special regions. 

Typically, dry systems are very large; discouragingly so when 
sized for gigawatt-class power plants. For example, the natural-
draft dry tower in Rugeley, England [1, 2]1 has a height of 340 ft, 
and about 12 of these would be needed to serve a 1 GWe power 
plant. Further, the fin-tube heat exchanger devised by Forgo for 
that and subsequent applications [3] is massive; one may esti­
mate [4] that the air-side heat-exchange area for a single tower is 
about 8-106 ft2, provided by about 8.4-105 lb of aluminum. 
Thus, we may assume that strong incentives exist for simulta­
neously reducing draft height (or fan power, commonly estimated 
at 3 per cent of plant output [5]) and heat-exchange area, which 
we take to be a suitable measure of heat exchanger size and cost. 

In a previous. paper [6], we have indicated how a minimum 
tower size could be approached by improving certain heat-ex­
change performance parameters, but chiefly by making the heat 
exchanger more "open" in relation to tower flow area. This 
means, referring to Fig. 1(a), that the free-flow area Ac should be 
large compared to AE. In a subsequent paper [4], it was shown 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, February 7, 1974. Paper No. 74-HT-00. 

that heat-exchange area Aa could, in principle, simultaneously be 
minimized by making the free-flow volume AcLa small. Thus, if 
Ac is to be large, then the heat-exchanger depth must be very 
small, perhaps of the order of 1 in. or less (compared with 6 in. for 
the Forgo device). 

The notion of a very shallow heat exchanger for a very large 
cooling tower raises a number of further questions: Especially, 
can water be delivered to such a fine-grained heat exchanger 
without incurring unacceptable losses of water-side heat transfer 
effectiveness, water pumping power, or draft, owing to the air 
drags of water headers and passages? Can air-side fin effective­
ness be made acceptable for the small scales of interest? 

In this paper we will address the foregoing questions, which are 
of a more practical character than those issues of minimization 
treated in [6]. Accordingly, we formulate a particular decision se­
quence for preliminary design based on the theories of [4, 6], and 
show how it may be carried through with a heat-exchanger type 
of documented performance to give a dry cooling tower of specific 
dimensions and performance. Comparison is then made with the 
Forgo-Rugeley design as it might be adapted to serve a 1 GWe 
power plant. 

A Pract ical Minimum For Tower Size 
We begin by writing the draft equation derived in [6] on the 

basis of one-dimensional flow in the tower at very low Mach num­
ber and with negligible exit loss. We include, however, n new 
term (the second) which accounts for the head loss of the air as it 
experiences contraction and expansion when entering and leaving 
the heat exchanger; thus, the blockage due to water passages is 
accounted for. 
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Iu YA, 

Z5 
r'3? .+ (Ke + Kc) ) + (1) 

The left side of this equation expresses size of the tower in dimen­
sionless form (a scale length I is defined in the Nomenclature), 
and equivalent draft height of any mechanical-draft fan is includ­
ed in the definition 

Y =y + (2) 
g Q 

Fig. 1 helps to define various symbols appearing in equations (1) 
and (2). The first term on. the right refers to air drag inside the 
heat exchanger; £ is a factor (ideally equal to 1) which specifies 
fin effectiveness and water-side resistance; that is, 

E = • 
Anhn 

Vo 
a lso , Q = FAT, 

Aah„ 
(3) 

where ATE is the log-mean temperature difference (= I'Ta/iai2^ 
)). F is the counterflow-equivalence factor, also ideally equal to 1. 
li- is a function of ai and Pi, explained in [6], which has a mini­
mum at about ai = 0.83, for all Pi (see Table 1, to follow). The 
last term on the right refers essentially to the kinetic energy of 
the air jet leaving the tower at the exit (AE). 

Now, if we wish to make Y small, we presumably want also to 

make AE small, because for a particular tower type, we would 
probably keep a constant tower "shape," or ratio Y/VA~E. Equa­
tion (1) thus suggests that AE and Y can be made small by mak­
ing AE/AC small. However, in [4] it is explained that diminishing 
returns limit the value of this strategy; there is an asymptotic 
minimum value of size given by I'ZYAE2 = l5/ai3 which is 
reached as free-flow area Ac approaches =». Because large Ac 

implies a bulky heat exchanger, and, as we shall see, forces a 
small exchanger depth La, it would seem sensible to specify that 
Ac be made only large enough for AE to be some factor f above its 
minimum for a given Y. Thus, 

AE=k 

5/2 

(<*,!') • ' \ 3 / 2 , 

and hence, from equation (1), we find that 

A„ = 
K'E 

{ctjl'fY. FI' 
* : / 6 / 2 . R> = K + 

(4) 

F(Ke + Kc) 
Ea/ip 

• • ' • . " ( 5 ) 

where the Reynolds'-analogy factor K has been redefined to in­
clude entering and leaving losses. If the tower shape Y/\/A~E is 
fixed instead of Y itself, then equations (4) and (5) may both be 
suitably transformed by multiplying both sides by AE1'4- and then 
taking the 4/5 root of the results. 

In effect, choosing a value of | sets a practical minimum for 
tower size, and also sets the degree of openness (Ac) needed to 
achieve that size. 

Air-Side H e a t E x c h a n g e Area 
Next, we may quickly summarize previous results [4, 6] for air-

side heat-exchange area, Aa. Into equation (35) of [6] we may in­
sert the definitions of Reynolds number (equation (32) of [6]) and 
of the function i/< (equations (29) and (39) of [6]), giving 

AcLa — 
EWlrnJ_ 

StaUeJ'F a/ty (6) 

We next recall the definition Aar.h = AcLa which tells us that if 

' Nomenclature • 

Aa,Alu = heat-exchange areas on air 
and water sides, respec­
tively 

Ac, Af = free-flow area and frontal 
area of heat exchanger, re­
spectively 

AE = exit area of tower 
b, c = width of air and water pas­

sages, respectively, (Fig. 2) 
Cp = specific heat at constant 

pressure: 
DE = diameter of tower exit 
DH - diameter of header (Fig. 3) 

E = effectiveness factor (equation 
(3)) 

F = counterflow equivalence fac­
tor 

/ = friction factor 
H = height of heat-exchange 

columns 
ha,hw •= heat-transfer coefficients, air 

and water sides, respec­
tively 

•I' = ratio of initial temperature 
difference (ITD) to ambi­
ent air temperature (Fig. 
1(6)) 

K = Reynolds'-analogy factor, 
' fa/Sta ."' ' 

K' = Reynolds'-analogy factor in­
cluding entering and leav­
ing loss coefficients, Ke 

and Kc (equation (5)) . 
La = heat exchanger depth (Fig. 

1(a))' 
Lw = length of water passages (Fig. 

2) 
I = characteristic length [Q/ 

(V2gpoC p 0T)F 5 

N = number of heat-transfer' 
modules (Fig. 2) 

Nc = number of columns in each 
tower 

n = number of water passes 
Pi = dimensionless approach (Fig: 

1(6)) 
Pf, Pw =• mechanical-draft fan power, 

and water pumping power, 
respectively 

Q = heat rejected from one tower 
ru = hydraulic radius 

Pr, Re, St =. Prandtl, Reynolds, and Stan­
ton numbers, respectively 

. To = ambient air temperature 
. . v = average velocity of fluid - , 

W — dimensionless coefficient 4QJ 
(Cp0T0nol) 

Y, y "= generalized draft height 
(equation (2)), and height 
of tower above heat ex­
changer, respectively 

oti — ratio of air "temperature rise 
to ITD ' 

/3 = ratio of air heat-transfer area 
to volume between plates 

H,i>, p = viscosity, kinematic viscos­
ity,' and density, re'spec-

' ' tively ' 
X = deviation of E from unity; 

: •-- ' X = 1 - 1 / T , 0 £ *-

•qo = air-side overallfin effective­
ness 

£ = ratio of actual AE to it's mini­
mum (equation (4)) 

\li = function of ai and Pi (Tables 
1 and 6) 

Subscript o represents ambient air con­
ditions, w represents quantities for water 
side, and a represents air side • •.' 
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rft(o) is given, Aa is proportional to the "free-flow volume" AcLa. 
However, we have not chosen rnia), nor should we do so without 
knowing its own effect on Aa. Clearly, then, we should use equa­
tion (6) to eliminate o,(a). We find 

Table 1 Size functions \p and a^if/, for Pi = 0.5 
0, 

11 . 
1. 

4 
40 
82 

0.6 
6.20 
2 .23 

7 
21 
55 

829 
75 
26 

0.9 
4 .97 
4 .03 

Aa = 
WIEa/ip 
StaReJ'F vXX" (7) 

and La is the only geometrical dimension of the heat exchanger 
which, entering as the square root, is needed to find Aa. 

We may compare equations (5) and (7), observing that, having 
made £ near 1 in order to make Y and AE small, we have made Ac 

large. Thus, if Aa is to be small, La must be small indeed. Of 
course, for a given £, the size of Ac is minimized if E and F are 
near 1, K is as small as possible, and tp is near its minimum. The 
same provisions are consistent with minimizing Aa as well, with 
the exception that apii is not a minimum at ar = 0.83. As Table 
1 illustrates, ai2ip is a rather slowly-changing monotonic function. 
Presumably, an aj somewhat below 0.83 would be the best choice. 

Equation (7) shows that St0Rea should be large for small Aa. 
This suggests laminar flow, for which StaRea has its largest value 
and is constant, and, happily, this is in fact what we will have if 
La is made very small: Since free-flow velocity is inversely pro­
portional to Ac, Reynolds number is proportional to rma)/Ac = 
La/Aa by definition; thus, equation (7) says that Rea is propor­
tional to VLa/Ac) and if La is small and Ac is large, Rea will be 
very small and the air flow through the heat exchanger will be 
laminar. 

Finally, we note that equation (6)' requires o,(a> to be small if 
La is small; in fact, La is proportional to r/,(a)

2. Thus, we should 
choose a very "fine-grained" heat exchanger. 

The foregoing arguments will become more specific in terms of 
a particular example to follow. At this point, we observe that E is 
unknown; to complete our set of equations, we must therefore 
consider the water side. 

Water-Side Requirements 
If La is to be very small, we must ask whether water can be dis­

tributed in such a fine-grained device without incurring unac­
ceptable pumping and heat-transfer effectiveness losses. Probably 
our heat exchanger should be of the plate-fin type, in order to 
provide maximum space for water flow, and we are led to consid­
er the configuration shown in Fig. 2. We imagine that there will 
be N modules with narrow water passages of length Lw and num­
ber of passes n (n = 2 is illustrated). Each module communicates 
with a water header. 

Obviously, there is a geometrical connection between the free­
flow area Ac and the area NLwb. Adopting the notation of [7], the 
constant of proportionality /3 depends on exchanger type: 

Ac = $NLwbrhn (8) 

Entering and Leaving Loss. If La is small, b will need to be 
small for the sake of fin effectiveness, and c will have to be small 
in comparison to b in order that Ke + Kc (air drag due to block­
age) is small. Referring to equation (6), we would like K' to be 
within 10 percent (say) of K. Typical numerical values (K = 2.7, 
$ = 4.75, ai = 0.83, E = 1.1, F = 0.94) would then suggest that 
Ke + Kc should be less than about 0.8. This is easily arranged: 
Fig. 5-3 of [7] tells us that if c = 1/

2b, then Ke + Kc would be 
about 0.5 for laminar flow and 0.4 for a Reynolds number (based 
on b) of 2000. We expect to be in the middle of that range, and 
therefore conservatively specify c = 1kb and Ke + Kc = 0.45. 

Pumping Power. Water pumping power should be limited to 
some reasonable fraction, certainly less than 1 percent, of plant 
output, or % percent of Q. We assume for the moment that the 
important resistance is frictional, and that the flow is turbulent 
in a Reynolds number range for which the Colburn formulas 
apply: 

vr ir, 
- / „ = 0.023 Re„ -1/5 = P r 2 / 3 S t • ReM = 

The pumping power is, for each module, 

N 

and, for each module, 

= '-^PvPc 
nLw 

4r h 

•§- = P^cpw
AT^vcw

AaJ; AT„ =rr0(i -Pj) 

(9) 

(10) 

(11) 

For the geometry shown in Fig. 2, 

Ac ' = Lac/n • Aw' = 2LjLa + nc); irh = 2 c / ( l +-nc/La) 
w > 10 

(12) 

Perhaps, for the sake of counterflow equivalence, we would add 
a partition in each of the passes. In that case, 

AJ = 2Lw(La + 2nc); irh = 2 c / ( l + 2nc/La) (13) 

Clearly, in equation (10), we can use equations (9), (11), and 
(12) or (13) to express Pw/N in terms of Q, N, n, c, La, ATW, Lw 

and the properties of water. 
Heat Transfer Effectiveness. To find the remaining unknown 

E, we return to equation (3). We may eliminate Aaha, and use the 
Stanton number from equation (9) to eliminate hw. Further not­
ing that Aw = NAui', we may express E in the same terms as Pw-
It is convenient to give E in terms of its deviation from 1: X = 1 
~(i?oE) -1 Thus, by an algebraic process too tedious to describe, 
the two equations (3) and (10) may finally be put in convenient 
forms from which Lw has been eliminated by use of equations (6) 
and (8): 

i ^ X 1 " : 
0.2500 Wl 

c (ATjT.HPjQy^vJ [VoFI'' 

(14) 

6.242 pblincus St„Re a , 7 ) 0 , 7 / 5 , a ^ , 2 / 5 

X! 

-JUT (PjQ)2,bXiu rioF*' 

where G and J are related to a sort of Reynolds number based on 
I: 

Pw / w\ 
3/2 ( c T^n, n)U 2? 

v p r l / 3 . 

J = • 

r J/4 
* II 

' Q V-a 

dcfTs)uH 
a 

"TTprTTe" 
(16) 

Equation (14) says that the number of passes (n) should be 
small, to keep N or X small as possible. In equation (15), n is cou­
pled with the small ratio c/La, and is not important. However, if 
n is not at least 2, counterflow equivalence (F) will suffer, and 
tower size will be large. Probably, n = 2 is the best choice. With n 
= 2, the fin effectiveness on the water side (T)W) may confidently 
set equal to 1. 

Our set of basic equations is now complete; equations (8), (14), 
and (15) yield E, N, and Lw, after a pumping-power level Pw/Q is 
specified. Pumping losses related to module-header connections 
and the headers themselves will be mentioned later. We are now 
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ready to select a heat-exchanger type and a set of operating pa­
rameters. 

H e a t Exchanger Se lec t ion 
A careful survey was made of the heat-exchanger characteris­

tics collected by Kays and London [7]. We require small values of 
K and rniat and a large value of StaRea , and because we know La 

will have to be small, we limit consideration to the plate-fin cate­
gory. We should emphasize that our purpose is to illustrate techni­
cal possibilities; thus, we are not concerned here with such ques­
tions as relative construction costs or fouling and corrosion sus­
ceptibility. Neither shall we insist that our choice among the 
possibilities detailed in [7] is uniquely the best. 

The interrupted strip-fin plate-fin device shown in Fig. 10-
60 of [7] and the present Fig. 2 seems to be an attractive choice. 
The following tabulation of properties (at low Reynolds number) 
serve to define this device. 
The values of K and St aRe a are conservative because the test re­
sults were probably obtained at constant wall temperature, 
whereas constant temperature difference or heat flux would be 
more appropriate, and would give slightly higher values of Sta. 

From the foregoing data we can calculate the fin effectiveness 
,o. From equations (2-3) of [7], ml = 0.31, and from Fig. 2 -
11 and equations (2-3) of [7], we find 

r]f= 0 .97 ; rj0= 1 - 0 . 8 4 3 ( 1 ~vf)= 0.98 (17) 

This result is conservative because the effect of the splitter has 
been neglected. Probably, such a high fin effectiveness is not nec­
essary for the cooling-tower application, and some penalty in 
overall material utilization is being paid. 

Duty Parameters For A n I l lustrat ive E x a m p l e 
Temperatures. For purposes of further calculation, we adopt 

the temperature requirements shown in parentheses on Fig. 2. 
The condenser temperature is taken to be 134 F, corresponding to 
condensation at 5.03.in Hg, which is a practical maximum for 
conventional steam turbines. A minimum temperature difference 
between condensing steam and cooling water of 7 F is usual; thus, 
the entering water temperature is 127 F; The ambient air temper­
ature is taken to be 87 F, which, for example, is exceeded only 5 
percent of the time at Philadelphia. Thus, ITD is 40 F. We choose 
a water range of 20 F [Pj = 0.5) as typical, but we consider the 
three illustrated possibilities for air range. 120.2 F corresponds to 
ar = 0.83, and would give minimum tower size. I l l F and 103 F 
correspond to ai = 0.6 and 0.4; these presumably give smaller 

water in (127 °F) 

water out (107) 

Fig. 2 Sketch of heat-exchanger module. There are N such modules 
each of width o + c. 2 water passes are illustrated. Three "air out" tem­
peratures correspond to a / = 0.829, 0.6, and 0.4.. 

heat exchangers but larger towers. Table 1.gives the correspond­
ing values of i> and ai2\p. 

Counterflow Equivalence. From the temperatures specified in 
Fig. 2 we may calculate counterflow equivalence. Most heat-
transfer books (see [8, Chapter 11]) display the. appropriate 
graphs, but only for a single pass. It is easy and quite accurate to 
assume the two passes of our problem have equal heat-transfer 
coefficients, and equal temperature changes. Values of F can then 
be found for both passes separately, and averaged in proportion 
to the mean air-water temperature differences for each pass. 

For two passes, without partitions, each water pass is "mixed," 
while the air side is unmixed. Fig., 11-14 of [8] gives F = (0.65, 
0.94, 0.98) for the first water pass, when ai = 0.829, 0.6.and 0.4. F 
= (0.92, 0.95, 0.97) for the second pass. The combined value is 
then F = (0.81,. 0.94, 0.97). The first of these results, 0^81, is per­
haps unsatisfactory. If a partition is introduced into each pass, so 

.that the water side is. also "unmixed" then. Fig. 11-15 of [8] 
gives the overall result F.= (0.91, 0.94, 0.97). These are the coun­
terflow equivalences we will assume for our numerical example. 
Obviously, it is only when ai is large (0.829, say) that partitions 
make a difference; for our example, we will assume partitions for 
aL= 0.829 but not for 0.6 or 0.4. . . - ' , , 

If we had assumed n = 1, and one partition, we would have 
found F = (0.74, 0.87, 0.92). With- no partition, F = (7 - -, 0.76, 
0.90). These results suggest that if the lower air-range valutas, are 
chosen (to emphasize air-side area minimization), then/a single-
pass arrangement may be acceptable. 

Heating and Pumping Power. We choose Q = 1.6-105 Btu/sec 
= 168 MW, for ease of. later comparison with the Rugeley tower 
[1, 2], and we should keep in mind that for a 1.000 MWe power 
plant of 33 percent thermal efficiency,' 12 of our towers will be 

.needed. We take water pumping power to,be 5-10~4 Q, or 9.4-kW 
for each tower. If the plant is 33 percent efficient, t h a t is only 
0.001 of electric power. This is greater than that for Rugeley, 
which we estimate to require about 2-10 - 4 Q; however, there is 
no point in insisting on such a very low pumping power level, if a 
more important advantage should lie with. a, somewhat higher 
level. We may note the following quantities calculated from Q, 
using average air and water temperatures of 100 F and 117 F: I = 
21.28 ft; W = : . l!741-107 ft; G = "1.0164-i012; and J" = 
1.1018-1012 (see equation (16)). .'.'.'.'.'' 

Draft Height. For natural draft, we adopt the same "shape" 
as at Rugeley, where the height above the midpoint of the heat-
exchange columns is 332 ft and the exit diameter is 220 ft. Thus,-
Y = 1.703\A4s. For mechanical draft, we choose the fan mechani­
cal power to be 5 • 10"3 Q, or about 1 percent of typical electric 
output. This is a very severe requirement; 3 percent is more com­
monly assumed [5]. In our case, equivalent draft height is con­
stant, according to equation (2): Y = 522 ft. 

We also specify that f = 1.5, and values of DE follow from 
equation (4) for both types of draft. 

Numerica l Resu l t s and the Rugeley Tower 
Numerical .Results. For our illustrative example, we now may 

make appropriate numerical substitutions in equations (4), (5), 
(6), (7), (8), (14), (15), and solve them, to yield the results in 
Table 3. The quantities in the last three,rows will be defined sub­
sequently, as will the entries under the "Rugeley". column. All 
lengths are .in ft. Neglecting the water-passage wall thickness, the 
frontal area Af = (b + c)NLw. Dividing by equation (8), we see 
that Af/Ac is a constant, = 1.75 under our assumptions. - . 

Scaling Rules and. Rugeley Tower Description. Before dis­
cussing Table 3, we should introduce certain details of the Rugel-

Table 2 Properties of heat exchanger 

b. = 0 .201 in. 

F in spacing 0.0499 in. 

0.125 in. interrupt ions 

Arha = 0.004892 ft. 

fin thickness 5 = 0.004 in. 
spli t ter thickness = 0.006 in. 
hea t transfer area „ „ 0 „. 

, = 8 = 698 t t 
volume 

S t 0 Re„ = 12; K = 2 .7 
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Table 3 Features of illustrative towers 

ai 

\ 
La 
Lw 
JV-10-* 
AC-1G~* 
A ^ I O - 4 

Ar10-i 
AB-10-i 
DE 
Y 
AC/AE 
VE 
Rea 
R e „ 
H 
Nc 
DB. 

Natu ra l draft 

0.829 
0.0984 
0.0634 

13.78 
20 .51 

4 .04 
209 .6 

7.09 
1.46 

136 
206 

2 .76 
19 .3 

190 
4015 
62 .2 

82 
0 .98 

0 .6 
0.0936 
0.0400 

10.88 
27.12 

4 .22 
138.0 
7.40 
2 .16 

166 
250 

1.96 
18 .1 

252 
5184 
53 .5 

- 127. 
0 .81 

0 .4 
0.0777 
0.0255 

8.67 
41.56 

5.15 
107.4 
9 .04 
3 51 

211 
319 

1.47 
16 .7 

310 
4546 
51.2 

204 
" 0 .67 

Mechanical draft 

0.829 
0.1098 
0.1017 

14.74 
12.11 

2 .55 
212 .3 
4 :48 

0.919 
108 
522 

2 .78 
- 3 0 . 8 

301 
4874 
49 .6 

61 
: 1.05 

0 .6 
0.1010 
0.0581 

11.39 
17.99 
2 .93 

1 3 9 . 1 , 
5 .14 
1.49 

138 
522 

1.96 
26 .2 

363 
5925 
44 .6 

101 
0.85 

0 .4 
0.0836 
0.0327 

9 .05 
31.22 

4 .04 
108.2 
7 .09 
2 .74 

187 
522 

1.47 
21 .4 

395 
5167 
45 .4 

172 
0.70 

Rug-
eley 

0 .65 
0.242 
0.507 

7 .68 

4 .39 
747 

7 .66 
3 .52 

211 
319 

1.25 
10 .9 

615 
14,400 

4 6 . 1 
216 

ey tower, scaled for the temperature parameters assumed for this 
study ; This.will provide-a basis for. comparison, and also suggest 
a physical arrangement for our tower design. 
. One, may easily derive.the scaling laws by which..the various 
calculated quantities would change if only the heat load changed, 
all other parameters kept the same, and if only ITD changed,, all 
else the same. For example,,Aa,scales as Q or as (I')-1 for both 
natural and mechanical draft. DE and Y go as Q2/5 or (I')-^/p for 
natural draft; D E goes as Q1 / 2 or (I')~3li- for.mechanical draft. La 

scales as ,(I')1/S. and (I')1/2 for natural and mechanical draft, re­
spectively.. .-.;.• :...-;.:•••'•. . .•••-.•;- '• ' •..- ;.•:.. - - " : 

• The. Rugeley tower was-, designed for an I' of 0.0683, and ai = 
0.65, Ph = 0.47,for which ^ ; = 5.7.,The tower height.and exitdi­
ameter are; 332 ft and 220, ft. The heat exchanger is a finned-tube 
device with an air hydraulic diameter one may estimate to be 
about 0.013 ft. Probably; F is^about 0.92 and E,is about 1.60, with 
a fin effectiveness of about 0.83. For the Rugeley service, J = 21.5 
ft. One may then infer from equation (1) the reasonable value of 
4.9 for the overall K'. It is very difficult to speculate about perfor­
mance, parameters, of this proprietary heatv exchanger, but we 
may note that an important contribution to K' may have to do 
with, the arrangement of heat exchangers in the tower. In effect, • 
there are, 216 vertical columns,,^' ft wide, ,6 in., deep, and 48,ft 
high, arranged in a sawtooth; or delta pattern about a base circle 
of>325 ftjThe vertex angle of the deltas is about 67.5 deg; the ratio of 
Afto the entering flow area (x-48^325) is 1.69. The configuration 
is'sketched in Fig. 3. Table 3 ,and Fig.. 3 show the slightly differ­
ent values obtained by scaling for our slightly higher V .= 0.0731 
(Q is the same, of course). The vertical tubes, in, a two-pass sys­
tem, communicate with headers around the base of the tower. 
Especially at the inner vertex of each delta one must expect sub­
stantial flow separation and consequent loss of effectiveness (see 
[2]). Referring to equation (l),.this loss would appear as a:dimi-
nutionof Ac, entering as the square, equivalent, to an increase of 
K. " 

A Proposed Arrangement of Heat Exchangers 
Returning to the present design suggestion, we address the 

question of how our fine-grained heat exchanger is to be con­
nected with water, headers-and, arranged in a cooling tower. We 
may observe in Table 3 that values of Lw are all in the range of 
7-15 ft, comparable to the width of the Rugeley columns. Thus, 
we are led to a suggestion of Pimputkar [9] that the heat ex­
changer modules be horizontal, and communicate with vertical 
headers. One version of this scheme is sketched in Fig. 3, with the 
resulting columns organized about the tower in the same delta 
arrangement as at Rugeley. Let us suppose the same vertex angle 
67.5 deg, and the same proportion of base to exit diameter as at Ru­
geley; the column height can then be shown to be H = 0.120 Af/ 

DE; this formula furnishes results displayed in Table 3.2 Again, 
. .we find column heights comparable to Rugeley's 48 ft. The num­
ber Nc of such columns required for the tower is given by bN/H; 
these are also displayed in Table 3. In summary, for example we 
have calculated that for natural draft and1 ai = 0.829, our tower 
requires 83 columns 62.2 ft high, 13.8 ft wide, and 0.76 in. deep. 

The header diameter should be large large enough that the 
water velocity is low, to give satisfactorily low losses as water is 
supplied to the modules. For Fig. 3, Pimputkar's thesis [9] indi­
cates that the most important water pressure loss, in addition to 
that already accounted for in the heat transfer passages, is the 
frictional loss within the headers themselves. A simple calculation 
may be based on equation (10) as applied to the headers, remem­
bering that the water flow (of 130/iVe* cfs) is double-pass within 
the single pipe of diameter Dn~ 

W, -2.8 f t - l b / s 

The frictional power in the heat transfer passages is Pc (= 
62240/iVc) ft-lb/sec per column, and thus if we choose PH/PC to 
be 1/10, for example, we find 

D „ = 2 . 1 8 H 0 

:x (18) 

Equation (18) gives the last row of Table 3^ and we see that DM is 
about (1/15) Lw in all cases, which would seem to pose no serious 

2 It is noteworthy that our value.of AsfAc — 1.75 matches that of Rugeley 
exactly, by accident. 

Present example 
(module detail) 

Fig. 3 A heat-exchanger configuration based on Table 1 , ai 
sketches are distorted in scale 

Journal of Heat Transfer AUGUST 1974 / 283 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



m -n 

Natural dtalt Mechanical drall 

Fig. 4 Sizes of cooling towers (or 1.6'105 Btu/sec according to Table 
1; 12 are needed for a 1000 MWe plant—heights are measured from 
center of heat-exchanger columns 

problem of flow blockage. Further, if we allow PH/PC to be 1 
(thus, overall water pumping power would be 1-10 -3 Q instead of 
S-IO-4 Q) then all diameters would be smaller by the factor 0.62, 
and DM would be only about (1/25) Lw-

Presumably, these headers might be shaped aerodynamically to 
reduce their drag effect, or might be incorporated in guide vanes 
designed to turn the flow properly through the deltas. One should 
realize, in any further studies of this concept, that a low-drag 
heat exchanger such as we propose may not turn the air flow as 
efficiently as the higher-drag Forgo device; then, either airfoils 
must be provided to turn the flow normal to each column face, or 
the delta configuration must be abandoned as a means of increas­
ing Ac. 

Discussion of Results 
Returning to Table 3, we may compare our calculated towers 

with each other and with Rugeley. Fig. 4 sketches external size 
results for the various values of ai and tower type. Typically, 12 
such towers would be needed to cool a 1000 MWe plant. Of 
course, size and number may be traded off by use of equation (1); 
if fan considerations restricted the exit diameter of the mechani­
cal-draft tower (with a, = 0.829) to 50 ft, then 18 towers would be 
needed, with the same total Aa. 

The sizes illustrated show that natural-draft towers of much 
less visual impact than Rugeley may be achieved. The smaller 
sizes are due chiefly to the increased free-flow to exit area ratios; 
for a, = 0.829, AC/AE = 2.76 as compared with Rugeley's 1.25, 
and AC/AE enters as the square. Secondarily, smaller values of K 
and E contribute to size reduction. The reason smaller values of 
ai lead to larger size is that the minimum AE (the 1.5 multiple of 
which is our actual AE) increases as ai is made smaller. 

The heat-exchanger surface areas are noted on Fig. 4, and show 
that the heat-exchanger area may reasonably be less than one-
quarter that of Rugeley. The basic reason for this reduction is 
that the present exchanger type is finer; our air hydraulic diame­
ter is rh(0> ~ 0.005 ft compared with 0.013 (estimated) for Rugel­
ey. Secondarily, E is smaller; here E = 1.13 for ai = 0.829, com­
pared with 1.60 (estimated) for Rugeley, and equations (6) and 
(7) tell us that E enters as the 3/2 power. Parenthetically, the 
smaller value of E is associated with a larger coefficient of total 
heat transfer per frontal area; e.g., 728 Btu/(ft2 deg F hr) for nat­
ural draft and a, = 0.83, as compared with 578 Btu/(ft2 deg F hr) 
for Rugeley. 

Table 3 and Fig. 4 bear out the expectation that a smaller air 
range a, leads to a smaller heat exchanger but a larger tower. 
These trends require a smaller depth La; for a; = 0.4, one finds La 
= 0.3 in., which is almost absurdly thin. 

Typically, the exit velocities from the tower are largest for the 
smallest towers, especially for mechanical draft because of the 
greater draft height assumed in those cases. For natural draft, 
velocity is twice that at Rugeley, while for mechanical draft, it is 
three times more than at Rugeley. However, because of the small­

er air passages, the air Reynolds numbers are substantially lower 
than Rugeleys, and are firmly in the laminar regime. Water 
Reynold's numbers are still turbulent, but are about 1/3 of the 
Rugeley values, again because the passages are small. Corre­
spondingly, the Rugeley water pumping power is less than that 
chosen here; we feel that pumping power at these very low levels 
(up to only 1/10 percent) is not a serious problem, and may be 
rather arbitrary. 

The mechanical-draft systems are somewhat more compact 
than the natural draft. However, it seems to us that natural draft 
might well be preferred, if the height does not exceed 200 ft for 
each tower. Even the mechanical draft tower would be very large, 
and the costs of machinery and maintenance, the development 
costs of large fans, and the inevitable difficulties about fan noise 
would seem to place it at a disadvantage compared with the nat­
ural-draft type. 

Concluding R e m a r k s 
We have shown that a strong incentive exists for a fundamental 

redesign of dry cooling towers, based on an open, very shallow 
heat exchanger, adopted in order to reduce sizes of both the heat 
exchanger and the tower shell. The same principles ought also to 
improve the dry paths of "wet/dry" hybrid systems [10], We be­
lieve that our calculations for a particular example and set of as­
sumptions show that no fundamental obstacles block this ap­
proach. 

There are, of course, difficulties to be encountered in further 
development. Three such are: (1) One must expect fouling of a 
fine heat exchanger with dirt and other matter, and metal corro­
sion when exposed to outside air for a long time. In view of the 
reliability required of power-plant components, these problems 
will require careful study. (2) A fine heat exchanger, arranged in 
columns such as those sketched in Fig. 3, will require mechanical 
support; this in turn will introduce unwanted drag increments. 
(3) The best configuration of heat exchanger for turning the air 
flow efficiently must be found. This will be a touchier problem 
than at Rugeley, because our flow resistance is less. 

Solution of these and other problems would depend on whether 
the natural or the mechanical draft tower is thought more attrac­
tive. We tend to favor the natural draft principle in this case, for 
reasons already mentioned. 

In conclusion, we should emphasize that certain of our assump­
tions were rather arbitrary, and merit further study. For example, 
a single-pass heat exchanger might be acceptable; if so, provision 
of a practical shallow heat exchanger might be easier. The fin ef­
fectiveness of our plate-fin device is much higher than it needs to 
be; perhaps the water passage (quantity c) should be wider. Fi­
nally, we have varied air range (a/) but not water approach (P/); 
this should be done, though ai is no doubt the more critical pa­
rameter; 
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Heat and Mass Transfer of Spray 
Canals 
A numerical analysis is presented for the heat-exchanger performance of open, direct-
contact evaporative spray cooling of large electric power plants. Floating spray modules 
are placed essentially in series in this large-scale application. The module "unit perfor­
mance" is formulated in terms of Number of Transfer Units (NTV) as suggested by ele­
mentary drop dynamical theory. The overall canal performance is analyzed by a numeri­
cal procedure of marching along from pass to pass of spray modules. Hydrodynamic mix­
ing within the canal and air-vapor circulation interference above the canal are incorpo­
rated as suggested by theoretical considerations and field experiments. The analysis was 
applied to a number of field tests of several spray canals and the apparent values of 
NTU were correlated with wind speed. 

I n t r o d u c t i o n 

Upward of 10° gpm (4 X 106 liter/min) of cooling water is heat­
ed about 2b F (14 0) in the cooling of condensers of multiple 103 

- MVV(e) steam-electric power plants. In order to avoid this 
enormous concentrated thermal discharge to natural water bod­
ies, increasing attention is being devoted toward supplemental and 
closed-cycle cooling directly to the atmosphere. Depending on 
local economic and environmental factors, the spray canal is an 
attractive alternative to the artificial cooling pond and the evapo­
rative cooling tower. A canal or series placement of sprays is used 
in order to alleviate the heating and humidification of air that oc­
curs toward the center of large spray ponds. 

Heat-and mass-transfer aspects of cooling ponds [l]1 and evap­
orative cooling towers |2J are relatively well known in terms of 
heat-exchanger performance. While the fundamental aspects of 
direct-contact evaporative cooling are reasonably understood, 
spray-canal analyses were not available in a manner that could 
be calibrated by field tests [:!]. 

In the present work, the Number of Transfer Units (NTU) con­
cept is applied to the individual spray module and incorporated 
into the numerical analysis of the entire canal. Both cooling range 
and evaporative loss are determined. The NTU may be deter­
mined by comprehensive drop dynamical theory or by perfor­
mance tests of individual modules. However, in the present case 
the NTU are determined from tests of entire canals by matching 
their observed performance to the theory. This approach provides 
the calibration necessary for theory, experiment and design. 

Some typical floating spray, modules are shown in Fig. 1. Spray-
module "A" incorporates manifolded cone-impact spray heads |4J 

1 Numbers in brackets designate Reference at end of paper. 
Contributed bv the Heat Transfer Division tor publication in the -JOUR­

NAL OF HKAT TRANSFER. Manuscript received by the Heat Transfer 
Division. December \'2. H)7:S. Paper No. 74-HT-AA. 

while module " B " uses a single slot nozzle integral with its float 
[5]. Both units spray about 10'* gpm (4 x It)4 liter/min) of ap­
proximately %-in. (I-cm) dia drops and are powered by nominal­
ly 75-hp (56-kW) electric motor pumps. Several hundred of these 
units are needed for closed-cycle cooling of multiple 103 iMW(e) 
generating capacity. Moored perhaps 4 rows wide (4 units per 
pass), a canal 200 ft (61.0 m) wide and several miles (several km) 
long is required. A depth of 40 ft (3.05 m) and a flow of If)6 gpm 
(3.8 X 106 liter/min) results in a canal velocity of about 1 fps (().,'! 
m/s) . The most critical condition occurs in hot humid weather 
when the electrical demand, thermal load, and wet-bulb temper­
ature (the cooling potential) are all maximum. 

Current systems incorporate up to about 100 units and are used 
mainly for supplemental cooling. Tests of these systems are dis­
cussed later. Larger systems under construction are based largely 
on this experience (6]. 

4 0' 
(12m) 

160' 
(48m) 

SO' 
- ( ISm) 

• ; * • # • *> • 

not t o s c a l e 

Fig. 1 Schematic diagram of typical spray modules using (A) manifold­
ed multiple cone-impact spray heads, (8) integral float and slot nozzle 
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The canal for closed-cycle application is best laid out over a 
large loop. This configuration reduces both air-vapor interference 
and the environmental impact of the concentration of moisture 
and heat. Drift amounts typically to less than 0.01 percent of 
spray flow |6j and is insignificant from the thermal point of view. 
Evaporation, however, typically amounts to several percent and 
is incorporated into the thermal analysis in terms of both the en­
ergy balance and make-up water requirements. 

As the plant-discharge water flows down the canal from pass to 
pass, each spray module cools a small portion of it by direct-con­
tact cooling. This spray water mixes with the bulk flow and there 
is a gradual approach toward the wet-bulb temperature depend­
ing on the number of modules employed. 

Major problems with spray canals include: (1) the unit perfor­
mance of individual spray modules, (2) the pass-to-pass balance 
of energy along the canal, and (3) the interference of air-vapor 
circulation among modules. These problems are discussed in the 
following sections. The analysis is then applied to conditions of 
canal field tests. The unit performance parameter, NTH, was 
varied until the observed cooling was reproduced. Results are cor­
related with wind speed. 

Unit Performance 
It is possible to study spherical water droplets in a uniform me­

dium and to determine their trajectory, cooling, and evaporation. 
Empirical [7] or analytical [8] transport coefficients may be em­
ployed. Unfortunately, the drops emitted from a spray module 
are translated through a three-dimensional air-vapor flow field 
determined by the ambient wind, entrainment and natural con­
vection. Elgawhary [9] defined "air cells" associated with the 
drops in order to account for air heating and humidification but 
this ignores the dynamics both as it affects the drop trajectory 
directly and as it affects diffusion of heat and vapor indirectly. 

In addition, the drop size is not known and is subject to a dis­
tribution dependent on flow instability phenomena. Here, one 
would have to rely on empirical data obtained from tests of simi­
lar spray generators [10]. Further, drops generated in spray mod­
ules, typically '< to 1 in. (0.6 to 2.5 cm) in diameter and translat­
ing up to about 40 fps (12 m/s), are unstable due to flow-induced 
stresses overcoming the balance between pressure and surface 
tension j l l ] . This leads to an increasing fineness in the direction 
of flow. Finer drops are also generated in the presence of higher 
wind speeds, an effect suggested by Wilson [12] leading to greater 
cooling than otherwise predicted by using a constant drop size. 

In summary, drop dynamical theory must incorporate a degree 
of empiricism. In the present approach this is done so that a sin­
gle performance factor. Number of Transfer Units (NTU), is in­

volved in a manner analogous to convent ional heat exchangers. 
The rate-of-ebange equations for mass and energy of a typical 

water droplet are 

-dM/dl ^ KA{ws(T) -wa) (1) 

~d(Mus{T))/(ll = HA{T - r„) -t- KAie(r)(ws(T) - iva) (2) 

where M is drop mass, K mass transfer coefficient. A drop surface 
area, if humidity (mass of water vapor per mass of dry air). T 
temperature, u specific internal energy, H sensible heat transfer 
coefficient, / specific enthalpy, and where subscript f denotes liq­
uid water. A' denotes saturated air and vapor in equilibrium and 
contact with the liquid, and a denotes the local surrounding air 
and vapor. 

Neglecting the difference between liquid-water internal energy 
and saturated liquid-water enthalpy and using the ideal caloric 
equation of state, assumptions justified under atmospheric pres­
sure, equations (I) and (21 combine to 

- c,,MdT/dl = KA\ecs(T - Ta) + ife(irs('T) - wa)\ 

^kAOicn-hj (3) 
where r„ is specific heal of liquid water, t = H/(csK) (psychro 
ratio), c's is the specific heat at constant pressure of air and 
vapor (humid heat), î s >s the specific latent heat of vaporization 
of water and h is the sigma function or total heat, the specific en­
thalpy of air and vapor (per unit mass of dry air) subtracting the 
contribution by the amount of moisture present taken as saturat­
ed liquid. This shifting datum of h results in its dependence only 
on the adiabatic-saturation temperature, the (thermodynamic) 
wet-bulb temperature. Values of h(T) may be calculated or ob­
tained from tables of thermodynamic properties [13). The factor < 
has been absorbed in the coefficient k which replaces K. For air 
and vapor < is approximately unity owing to the analogy of heat 
and mass transfer, the thermal and vapor diffusivities being 
nearly equal [14]. 

Equation (3) can be written 

(IT 

h{T)~-
-,- = (kA/MV (4) 

where n denotes the initial state in the spray nozzle and s denotes 
the state at the end of the spray trajectory. The use of an average 
kA/M over the time of flight f integrates the complex dynamical 
effect into a single parameter. Equation (4) is known as Merkel's 
equation and is widely used in cooling-tower analysis where di­
rect-contact evaporative cooling is also involved. In that case, the 
heating and humidification of air is accounted for by employing 
an energy balance (for counter flow) dha/dT = cu.L/G where L/G 
is liquid-to-gas mass-flow ratio [2|. 

-Nomenc la ture • 

A = drop surface area 
H = Bowen ratio of sensible to evapo­

rative heat transfer 
f> = air-vapor specific heat at con­

stant pressure 
en = liquid-water specific heat 

c = ratio of evaporative to initial-
canal flow rate 

/ = dimensionless increment in wet-
bulb temperature 

h = total heat or sigma function 
H = drop convective sensible heat 

transfer coefficient 
itu = specific latent heat of vaporiza­

tion at constant pressure of 
water 

i = specific enthalpy of water 
k = effective drop convective heat 

K = 

M 
NTU 

f 

T 

T„ 
TWH 

III 

transfer coefficient 
drop convective mass transfer co­

efficient 
number of rows of spray modules 

across canal 
drop mass 
number of transfer units of spray-

module 
ratio of spray-module to initial-

canal flow rates 
time of flight of drop 
temperature of liquid water of 

canal or drop 
air-vapor (dry-bulb) temperature 
wet-bulb temperature 
specific internal energy of liquid 

water 

w = absolute humidity 
Xk = distance to kth row 
a = fraction of spray-module flow-

evaporated 
t = psychro ratio iHcs/K) 

Subscripts 
a = air-vapor mixture 
,g = saturated vapor 
/ = pass along canal 

n = initial spray nozzle 
s = final spray 

WB = wet bulb 
o = canal inlet 

°> = ambient 

Superscripts 
j = row across canal 
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In (be case of open sprays subject to ambient wind, entrain-
men! and buoyancy. L (! is unknown. Further, the definition of a 
specific relative flow orientation is. uncertain although departure 
from counter flow could be absorbed in a configuration factor, as 
in conventional heat exchangers, and absorbed in the RHS of 
equation (41. It appears preferable to avoid the artificial intro­
duction of L;(! instead by taking h„ to be constant over the inte­
gration. One may consider that /i„ incorporates an average "cir­
culation" allowance above (he ambient value. 

("hen [15] has shown that for typical spray modules the LF1S of 
equation (4) can be closely approximated by using an average in­
tegrand over the integration. Thus, equation (4) is replaced with 

where 7H /,-„ is the local wet-bulb temperature at which h„ is eval­
uated. The performance factor XTU is identified as the RHS of 
equation (4) and could be calculated accordingly from a more de­
tailed drop dynamical theory. The value of XTl might also be 
determined by measuring 'I\, T„, and Twnu- As noted earlier, in 
the present approach values of XTl" are determined as implied 
by the observed performance of entire canals. In any case, once 
XTl' is known 

v;, - Y' , (7;„7; V NTU) (6) 

represents the inversion of equation (5). This may be accom­
plished numerically, for example, by using Ihe well-known Xew-
ton-Raphson method of iteration |15j. 

The fraction of sprayed water evaporated can be found from 
the ratio of final to initial drop size. This ratio can be determined 
by combining equation (1) and the first expression of equation S3| 
and integrating. Thus 

a - I --MjUn -:: 1 - e x p | - r „ ( 7 ; - T,)/{ifg(\ + 13))) 

~ r„(77 - TK)/(ifi,(l - 77)) (7) 

where H is the so-called Bowen ratio of sensible to evaporative 
heal transfer, assumed constant over the integration 

B = erj'f -T„)'Vfg(ir,,,(T) - „•„) | (8) 

The approximation in equation (7) can be made because of the 
smallness of c„/7,-, - 9.524 x 10 4 F ] (1.7153 x 10 3 C M.The 
fraction of sprayed water is thus small, and from the thermal 
point of view results are weakly dependent on B [15]. Thus, the 
spray performance effectively depends on the wet-bulb tempera­
ture rather than both the dry-bulb temperature and the humidi­
ty. The latter parameters can be eliminated conservatively by tak­
ing H = 0 which corresponds to the maximum possible spray-
evaporated and lost to the cooling of the bulk canal flow. Further, 
the upper limit on evaporative make-up water required is com­
puted on this basis. 

C a n a l P e r f o r m a n c e 
Considerations for an energy balance of a typical pass of mod­

ules (Fig. 2l include the nature of mixing, possible flow reversal 
and recirculation into the module intake, and the circulation ol' 
air and vapor among modules. 

The extent of mixing in a cross section of the canal was investi­
gated at Dresden Station (Illinois) of Commonwealth Edison 
Company. Units of type A were employed (Fig. 1) one unit per 
pass in the test canal which was approximately 60 ft (18 m) wide 
and 10 ft (3 m) deep and flowing at about 3 fps (0.9 m/s) . Tem­
perature was sounded by using a portable thermistor probe sus­
pended from shore by cables. Under the test conditions, 104 gpm 
(3.8 x li)4 liter/min) of spray was cooled about 20 F (11 C) by 
each module before falling back into the nominally 106-gpm (4 X 
SOMiter/min) canal. Ten modules preceeded the test section 
which extended downstream without modules therein. The objec­
tive was to determine the length of decay of any stratification. At 
the edge of the last spray pattern proceeding the unoccupied sec­

tion, the maximum temperature variation was found to be only 
0.6 F (0.33 Cl in width and 0.8 F (0.44 Cl in depth excluding the 
visible spray itself. Eighty ft (24.4 ml further downstream (undis­
turbed), the variation was halved to 0.3 (0.17) and 0.4 F 10.22 0). 
respectively. Since the modules occupy about 1(50 ft (48.8 ml of 
length, one can conclude that the test canal is operating virtually 
mixed pass to pass. 

Because the Dresden canal is not completely typical of antici­
pated systems of three-times larger width and one-third smaller 
velocity (same depth), consideration of scaling is necessary. The 
longitudinal distances for mixing over depth d and width ir scale 
with the characteristic diffusion lengths given by the products of 
longitudinal I canal I velocity V* and the respective characteristic 
diffusion times. d2/a(I and it'2/tt,v. For open channels, diffusivities 
u are both proportional to Vd although the former is about three-
times larger than the latter [16|. Denoting the test condition as 
"o." the longitudinal mixing distances are thus L,t = L,, 0 d/dn 

and L„- = L„- o ("'/«.'0)
2t/0/c7 for mixing over depth and width, re­

spectively. We conclude that equal depth canals will be equally 
mixed over depth--say requiring 80 ft (24.4 m) or 1'2 pass accord­
ing to the Dresden data. However, the three-times wider canal 
will require nine-times the lateral mixing length. Assuming the 
lateral diffusivity is three-times greater than the vertical, the an­
ticipated mixing distance is 240 (73.2 m) or 1.5 passes. Because a 
much larger number of passes is generally involved, il is reason­
able to consider the canal as being mixed at each cross section 
from pass to pass. 

The effect of downstream recirculation into the module intake 
can be estimated by considering the ratio of velocity induced by 
the modules relative to the canal. For four 104-gpm (3.8 X 10'-
liter/min) modules per pass in a 106-gpm (3.8 x lO'Miter mini 
canal, the ratio is 0.04 which is felt too small for large-scale rever­
sal in flow. Accordingly, the module intake, located mid length, 
might be taken at mid temperature before and after the module, 
Chen [15] has shown that using the upstream temperature alone 
leads to less than 1 percent error in canal cooling range under 
typical conditions. This is due to the small fraction of water being-
sprayed per pass and the subsequently small temperature drop 
per pass in the canal. The effect of vertical recirculation of 
sprayed water would seem to be avoided by the high degree of 
mixing achieved. 

The consideration of air-vapor circulation among modules is 
deferred until the next section. It is assumed here that the local 
wet-bulb temperature is known at each module or at least can be 
determined from quantities known from the computation. 

The control volume for a single module of row; and pass i, m, 
rows per pass, is shown in Fig. 2. An equal portion of the canal 
flow. 1/m,, is attributed to each row across the width of the 
canal. The quantities in the square brackets of Fig. 2 denote the 
flow rates in ratio to the plant-discharge flow rate. The quantity 
r, is thus the spray-module flow ratio (a known parameter), c, t 

is the evaporation flow (ratio) lost up to pass ' and a,'•" is the 

Fig. 2 Energy balance for an element of a spray canal consist ing of m 
units per pass 
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fraction of sprayed water evaporated so that rtai'J' is the module 
evaporation flow ratio. 

As noted before, the upstream temperature 7',~i'-'' and the 
nozzle-intake temperature T„ ,/-" are both taken as the upstream 
mixed-canal temperature T, . i. Making these representations, 
balancing the energy flow through the control volume of Fig. 2 
and solving for the downstream temperature 

(1 - < ' M - - w i ' ' i ) r j . ) + / j y - j d -a(
U))T, ( " 

T < » = L ^ ( 9 ) 

1 ( ' i - i 

where it is implied that all variables of subscript i-l are known 
from the previous pass. The canal-inlet conditions are e0 = 0 and 
7',, = Tit. the plant-discharge temperature (a known parameter). 

The sprayed-water temperature is given by equation (6) 

'J\ T,(Tt.i, Twl NTU) (10) 

In the present case, the numerical approach included linear inter­
polation of thermodynamic data h(T) tabulated [13J in 1-F 
l().5f>56-0) increments assuming standard atmospheric pressure. 

The fraction of sprayed water evaporated is given by equation 
(7). Using the conservative (and weak) assumption of B = 0 

<*,U) = U-J'fJiT,.! ~r s . ( ") ( i i ) 

Equations (10), (11). and (9) are solved in that sequence for 
each row j . Then the average canal temperature after pass i is 
computed 

-/• = J- S T' 

The evaporation flow ratio (to plant-discharge flow) is 

(12) 

(13) 

so that the necessary information is ready for the next pass i + 1, 
etc. It is thus possible to march down the canal for any number of 
passes, the spray and the canal approaching the wet-bulb tem­
perature. 

In the steady state, a pass-to-pass distribution of canal temper­
ature is obtained. In an unsteady state, we can regard the distri­
bution as following a slug of fluid from the plant discharge ac­
cording to the flow velocity. Knowing the flow time between pass­
es, meteorological conditions can be referred to each pass for the 
selected slug. 

Air-Vapor Circulat ion Interference 
Air and vapor is heated and humidified as it comes in contact 

with the spray. As noted earlier, for flow within a cooling tower 
this is accounted for by an energy balance incorporating L/G, the 
liquid-to-gas mass flow ratio. Recirculation allowances are also 
recommended to account for partial circulation of the discharge 
into the intake from the same or an adjacent tower. 

In the case of open sprays. L;(l is not well defined, and there is 
no single region for the definition of recirculation intake and its 
measurement. Accordingly. NTU was based on a "local" wet-
bulb temperature assumed constant for a spray module. How­
ever, the local wet-bulb temperature is variable due to circulation 
among modules especially when they are placed several units 
wide across the canal. Further, circumstances may require a re­
turn canal loop in close proximity. The air wet-bulb temperature 
is driven toward the (local) canal temperature which suggests 

TU-B ' TUB — t \ I TU.B ) (14) 

where 0 < / < 1. 
The value of/ as a function of distance downwind from the geo­

metric center of individual spray modules was also investigated 
at Dresden Station. Results are shown in Fig. 3 for two types of 
modules operating at three flow rates. The canal temperature was 
again determined by the portable thermistor probe. The wet-bulb 

temperature was averaged over several minutes using a mercury-
in-glass sling psychrometer. and wind speed was determined by a 
cup-type anemometer. There is little variation in data over the 
range of 2-8 mph (0.89- 3.6 m/sl and over the three module con­
figurations. The experiments have shown no effect upwind which 
suggests plume-or wake-type phenomena. 

A single fix) curve is proposed to fit the data on Fig. 3. If we 
assume superposition as suggested by the diffusion equations ne­
glecting induced flow, the local value of/ due to upwind modules 
at distance xk would be 

TJ /(.Vft) 
* = 1 

(15) 

Values of f, for typical 50-ft (15.2-m) spacing are shown in Fig. 3. 
For a multiple-row system of this spacing, the values of / would 
be 0, 0.18, 0.26. 0.26, . . . , 0.26 proceeding in the downwind direc­
tion. In effect, the influence of a given module does not extend 
beyond two rows dowmwind. Measurements using electronic psy-
chrometry and series of modules arranged both one and two units 
per pass suggests good agreement (within gusts of 1 F (O.o6 O ) if 
the distance normal to the rows of modules is used independent of 
wind angle to the canal, up to a few degrees of being parallel. 

In the numerical model, the value of/ is specified tor each row 
of modules across the width of the canal. The above estimate of/ 
and superposition is suggested in the interim until more detailed 
theory and experiment are available. 

S y s t e m s Exper iments 
Hoffman [6] has reported performance tests of three spray ca­

nals operating under a number of conditions. The data are sum­
marized in Table 1 along with that of a new configuration. In all 
of these tests, modules of type .4 [4] were employed. Measure­
ments included upstream and downstream canal temperatures, 
ambient wet-bulb temperature and wind speed. Also noted in 
Table 1 is the ratio of module to canal flow rate according to 
pump specifications. 

Canal Dl refers to Commonwealth Edison's Dresden Station in 
a test configuration where V2 of the modules were in each of two 
connected canal elements in counter flow about 100 ft (30.5 ml 
apart on center. This configuration was incorporated into the de­
termination of /. Units were arranged one unit per pass in each 
canal. A total of 92 modules were operating. Canal (.' refers to 
Virginia Electric Power's Chesterfield (Virginia! station where 40 
modules are arranged 4 units per pass. Canal F refers to Detroit 
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Table 1 Systems performance data 

Canal 

D l | 6 ] 
' ' 
" 
" 
" 
" 
" 

C|6] 

F[6] 
D2 

N o t e s : 
1971). 

Cana l C 

C a n a l F 
C a n a l D 

Plant-discharge 
t emp . -F (C) 

88 .5 (31.39) 
80 .5 (26.94) 
81 .0 (27.22) 
8 1 . 5 (27.50) 
85 .2 (29.56) 
86 .2 (30.11) 
8 7 . 5 (30.83) 

109.1 (42.83) 
108.5 (42.50) 

74 .0 (23.33) 
72 .7 (22.61) 

C a n a l D l : r = 0.010 

r = 0.020. 4 u n i t s 
r = 0.080, 1 u n i t p 

2: r = 0.010, 2 un i t s • 

Wet-bulb 
t emp . -F (C) 

5 5 . 5 (13.06) 
49 .0 ( 9.44) 
60 .0 (15.56) 
5 6 . 3 (13.5) 
6 2 . 0 (16.67) 
5 8 . 0 (14.44) 
58 .0 (14.44) 
81 .0 (27.22) 
81 .0 (27.22) 
60 .0 (15.56) 
31 .7 ( - 0 . 1 7 ) 
(module flow cana 

>ass, 40 un i t s (1971 
ass , .r> un i t s (1971-1 
pass . 38 u n i t s ( 197;!} 

Wind 
m p h 

5 .0 
2 .5 
6 .0 
4 . 5 
5 .0 
4 . 0 
4 . 0 
3 .0 
3 .0 
5 .0 
7 .5 

flow), 1 

)72). 

speed-
(m '-'s) 
(2.2) 
(1.1) 
(2.7) 
(2.0) 
(2.2) 
(1.8) 
(1.8) 
(1.3) 
(1.3) 
(2.2) 
(3.4) 

u n i t pass 

Canal-
discharge 

t emp . -F (C) 

82 .7 (28.17) 
75 .4 (24.11) 
76 .0 (24,44) 
75 .9 (24.39) 
7 9 . 8 (26.56) 
80 .2 (26.78) 
81 .8 (27.67) 

102.8 (39.33) 
101.7 (38.72) 

72 ,5 (22.5) 
69 .0 (20.56) 

, 92 ope ra t i ng un i t 

Edison's Fermi Station test section using 5 modules arranged 1 
unit per pass. 

Canal D2 represents a portion of the Dresden canal now ar­
ranged 2 units per pass. 40 ft (12.2 me) apart. This case is also of 
interest because of the lower air wet-bulb temperature and the 
higher wind speed. In the latter case, gusts are appreciable and 
must be averaged over the time of flow. Meteorological conditions 
were obtained from portable mechanical weather stations located 
on each side of the canal. 

The numerical approach was applied to the test cases by using 
various NTU until the test conditions were duplicated within 0.05 
F (0.03 C) of the cooling range which is at most Vio of the proba­
ble experimental error. Results are plotted in Fig. 4 versus wind 
speed which is regarded as the principal variable for a specific 
module. 

An indication of the accuracy of present technique can be ob­
tained by assuming the NTU determined by the solid curve of 
Fig. 4 applies. The predicted canal discharge temperature can 
then be compared with the observed value and the error ex­
pressed as a percent of observed cooling range for each case. Ex­
cluding the "low point" in Fig. 4, the percent errors ranged from 
- 3 to 12 percent with an average absolute error of 5 percent. The 
latter corresponds to less than 0.5 F (0.28 C) error in temperature 
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Fig. 4 NTU determined from systems performance tests (Table 1) of 
several spray canals employing modules of Type A [4] 

290 / AUGUST 1974 

for the present systems and is probably within experimental ac­
curacy. 

As noted earlier, it is also possible to determine NTU by ob­
serving the performance of a single spray module and measuring 
the temperatures on the LHS of equation (5). Unfortunately, 
there are difficulties in collecting the large flow rates involved or 
in sampling the spray spatially. While a manufacturer will pur­
sue this course in his developmental program, the resultant data 
are considered proprietary. Hoffman [6J describes such a study 
but the results have not been published. 

Conclus ions 
The performance of a spray-canal cooling system was shown to 

depend on three principal effects. These include the performance 
of an individual module, the energy-flow balance marching along 
the canal pass to pass, and the air-vapor circulation interference. 
In the present case, the module NTU was determined by match­
ing theory to experimental results for entire canals. The interfer­
ence allowance, defined in terms of a dimensionless wet-bulb 
temperature increment, was obtained experimentally. In both 
cases, the results apply to a specific type of spray modules. Thus, 
results are useful primarily in substantiation and calibrating ex­
isting systems and in extrapolating to new canal designs in terms 
of present experience. 

Additional theory and experiment are especially needed in the 
case of the air-vapor circulation allowance. This determines, in 
effect, how the performance of the entire system departs from the 
sum of its parts. The lack of effect upwind of modules suggests a 
plume or wake model may be appropriate. The effects of wind 
speed and direction, spray geometry, row spacing, etc.. require 
further study. 

In terms of spray-module performance, individual modules can 
also be tested in terms of observed temperature drop of sprayed 
water. While this procedure is considered less accurate because of 
sampling problems, gusts, and the like, it is necessary when in­
troducing new designs. It is also desirable to develop more de­
tailed drop dynamical theory in order to predict NTU in proposed 
designs and to evaluate existing ones. 

The numerical method incorporating known NTU and interfer­
ence allowances can be used to determine the required number of 
spray modules for specified design conditions of plant-discharge 
flow rate and temperature, wind speed, wet-bulb temperature, 
and the desired canal-discharge temperature. This approach has 
been used in the design of several large systems (5, 6], For off-de­
sign conditions, the design number of units can be used to deter­
mine the canal-discharge temperature achieved. Such informa­
tion is necessary in order to fully evaluate the economics of the 
overall plant performance. It is also necessary for performance 
acceptance tests since they seldom will be conducted under the 
exact design condition. 
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Resistance in the Design of Channel-· 
Plate Heat Exchangers 

Introduction 

The purpose of this paper is to show the behavior of the ther­
mal constriction resistance that occurs in a channel-plate type 
heat exchanger. 

The study was prompted by the evaluation of designs for re­
jecting heat from submarine hulls, in particular deep submer­
gence hulls of spherical or cylindrical geometry. In these latter 
cases, the hull walls are thick to counteract the extreme water· 
pressure at great depths. In addition, because of the consider­
ations of stress concentrations it is desirable not to penetrate the 
hull with piping in order to provide for an external heat exchang­
er. Thus, the design is limited to using the hull itself as the heat 
exchanger surface. Channels on the inside of the hull carry the 
coolant fluid to the hull surface. 

A typical arrangement of the channel-hull design is shown in 
Fig. 1. Here the channels are considered to be made of an elastic 
material to accommodate the contractions in the hull itself when 
under pressure. The elastic material is bonded to the hull in the 
area beyond the channels thus leaving the coolant fluid to be in· 
intimate contact with the inside hull surface. The constriction of 
the heat flux lines in the plate are shown for one of the channels. 
The geometry studied here however is a rectangular one as shown 
in Fig. 2, since it is the most easily presented. The results how­
ever may be used to estimate the effect of the constriction resis­
tance on other geometries. 

This problem is similar to that of Van Sant [1]1 and Schmitz 
[2] who studied the problem of a strip heated flat plate. Van Sant 
was concerned with the variation in temperature on the convec­
tively cooled surface for cases of both uniformly heated strips and 
uniform temperature strips. In the present study, the former case 
is employed to obtain a constriction resistance coefficient (CUHrl 
for uniform heat flux (UHF). Unfortunately, no comparison of the 
present study can be made with that of Van Sant since in his 
work he was concerned with temperature variations, whereas in 
the present study attention is given to thermal resistances. How­
ever the same equation for temperatures is employed, although it 
is expressed in a different coordinate system. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Di"ision, May 29,1974. Paper No. 74·HT-TT. 
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The present study is extended to consider the case of a convec­
tive heat flux (CHF) boundary condition at the channel surface. 
This part of the present study constitutes the more important 
contribution to this paper, since it gives a feel to the designer as 
to the importance for taking into account a more complex bound­
ary condition. 

Schmitz was concerned with the problem of predicting the heat 
flux through a flat plate maintained at a constant temperature on 
one side and heated uniformly by strips on the other side. Here 
also the work of Schmitz cannot be easily compared with the 
present study, since in the present study attention was confined 
to a convective heat flux boundary condition at the outer surface 
of the hull, which represents a more real condition for the purpose 
of this study. Limiting conditions, such as an infinite external 
heat transfer coefficient in this study would provide such a com­
parison, but was not made. 

Analysis 
The problem treated here [3] is the evaluation of the constric­

tion resistance, Re, between the inner channel surface, a, and the 
entire external surface, b, whose average temperatures are Tal_and 
Tb respectively; 

Rc = (Ta - Tb)/Q 

(lla) I T(O,z)dz 
o 
.b 

Tb = (lib) J T(t, z)dz 
o 

and Q is the heat load for half a channel. 

(1 ) 

(2) 

This type of presentation is better adapted for the design of 
heat exchangers where the thermal resistance of the coolant fluids 
on both sides of the plate are considered in an application. In this 
case the total resistance is given by 

The constriction r~sistance Re is a function not only of the ge­
ometry and conductivity of the plate, but also of the heat transfer 
coefficients, hi and ho. In Van Sant's work the problem was sim­
plified to exclude the effect of hi by assuming that uniform heat 
flux occurs over the surface covered by the channel. This ap-
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Fig. 1 Configuration of channel-plate heat exchanger 

proach is also taken in this study in order to provide a rational 
for the solution of the more complex problem involving hj. 

Solution 

The problem consists in the solution of the Laplace equation 
A2T = 0 with the following boundary conditions: 

3T, 

" 8 « . . » 
ST, 

!

~ (PI\TT ~ T(0, z ) | f o r convective heat flux, 

- Q/ak for uniform heat flux over 

(0 < z < a), and 0 over (a < z < b) 

(7) 
where $o = h0/k and <pj = hf/k 

When the first three of the boundary conditions are applied, 
the solution for the temperature of the plate is given by 

T(y,z) = T0 

0 for(0 < y < t) (4) 

: 0 for (0 < y < t) (5) 

4>0[T0 - T(t,z)] for (0 < z < b) (6) 

8T | 

ay Uo 

: 0 -r D^iy/t -l-l/<P0t) 

+ Zy Dj{t,e + e ) cos \}z (8) 
i = i 

where 

| = [(Xjt - 4>0/V(M + <t>0t)] exp (-2X,/) (9) 

'h = j*/b,j = 1 , 2 , 3 , . . . (10) 

and -Do is the zeroth coefficient which contains the term t. 
In both cases, uniform heat flux (UHF) and convective heat 

flux (CHF), the average surface temperatures Ta and TV given by 
equation (2) are the same. 

Ta = T„ + £>0(~1 - 1 / V ) + i > 0 D / s i n M / V < (H) 
J = 1 

Ti,h!-
I * rrn 

T0,h0 

Fig. 2 Rectangular geometry 

where 
% = I + 1 

T\ = T„ • W 

(12) 

(13) 

Since for bo th cases 

Q = - h0b(T0 - Tb) = - D0(W>-//) (14) 

the constrict ion resistance Re given by equat ion (1) for both cases 
is 

Rc = (t/bk)[l - (1/D0) E * „ D > i n Xja)/\ja] (15) 
J ' 1 

Equation (15) can be normalized by dividing by the plate resis­
tance (t/bk) to obtain the constriction coefficient C: 

C=Rc/(l/bk) 

= 1 - (1/I>0) E I'oDjism \j(t)/\,a (16) 
S-i 

In bo th cases the coefficients Do and Dj are de termined by 
applying a Fourier series expansion to their respective fourth 
boundary condit ions (7). 

U n i f o r m H e a t F l u x . In the case of uniform hea t flux both Do 
and Dj are explici t functions of the arbi t rary hea t load Q. 

D„=-QT/bk _ ' ; 5 (17) 

Dj = ( - 2 Q / 6 H V ) (sin V W ..--'''.' (18) 
where 

_ V = Xj(z - 1) 

Since DB is directly proportional to the arbitrary Q, it is expe­
dient to consider Do to be the arbitrary quantity in this study. 
Thus 

D} = (2D0 />V/) (sin \ja)/\ja (19) 

When equation (19) is applied to equation (16), the constriction 
resistance Cunr for the uniform heat flux case becomes 

cUHF = i - b (2VV/) I (sin
 V'VA/<]2 (20) 

i = l 

Equation (20) was found to converge rapidly, usually requiring 
about 10 to 20 terms to gain convergence to within one percent or 
less. This is in accord with the work of Van Sant who found that 
his equation for temperature distribution converged rapidly. The 
constriction coefficient Cum' is shown in Fig. 3 for the common 
ranges of design parameters, a/b, t/b, and bgl/k. For very (hick 

- N o m e n c l a t u r e • 

A/j = coefficient matrix 
a = half channel width 

BIJ = defined by equations (25) and (2G) 
b = half distance between tubes 
C = constriction coefficient 

Cc = correction factor for the convec­
tive heat flux case 

Dj = Fourier coefficients for tempera­
ture 

h = heat transfer coefficients 
k = thermal conductivity 
Q = heat rate for half channel 

lie = thermal constriction resistance 
of the plate 

Rr = total thermal resistance 
T = temperature 
( = plate thickness 
y = coordinate normal to the plate 
z = coordinate parallel to plate and 

normal to channel 
Vi = coefficient vector 
07 = defined by equat ion (24) 
</>/ = hi/li 

<l>o = h0/1: 
</>io = defined by equat ion (23) 

£ = defined by equat ion (9) 
&o — defined by equat ion (12) 

iio' 

X 
= 
= 

A , ( £ - l ) 
eigen values 

Subscripts 

0 

b 

I 
0 

CHF 
UHF 

'.; 

— 

= 

= 
= 
= 
= 
= 

plate surface in contact wit 
channel fluid 

plate surface in contact with ex 
tcrnnl fluid 

internal 
external 
convective heat flux 
uniform ltenl flux 
subscripts for matrix or series 
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walls (t/b — <») the constriction coefficient approaches unity as 
can be seen upon inspection of equation (20). For very thin walls 
(t/b — 0) the wall resistance approaches that of the wall area 
under the channel (t/ka). However the definition of the constric­
tion coefficient is based on the entire area of the wall (t/bk), 
hence it goes to infinity when t/b goes to zero. 

Convective Heat Flux. In the convective heat flux case, the 
coefficients -D0 and Dj are dependent upon each other in addition 
to the arbitrary temperature difference AT = Ti - T0 in a direct­
ly proportional fashion. 

Dn [ - AT + S i'0(j)Dj(sm XjaVXja] • (21) 

D, = a J [ - AT + £ „ ( - ! - 1/<M1 [(sin M A „ a ] 

w h e r e 

t rr . : , .<i + S*0(j)B l iD /}(22) 
-A 

1*" 

and 

^ = l j M / [ i - ^ ( - i - i / M ] 

a, = (2 j<M/K' (J) i -,(2f<M)*o(t)S»] 

s in(x, - X'.Qg s in(x , + X.Qft 
is ~2{X. - Xi)a 2(X. + X ; ) a ~ • 

JSH = 0 . 5 + (s in2Xia) /4x { a 

( 2 3 ) 

( 2 4 ) 

(25) 

( 2 6 ) 

AT is eliminated by combining equations (21) and (22). As in 
the UHF case, D0 is taken to be the arbitrary variable, whose 
value is conveniently set to minus unity. Equation (22) can be 
solved by either an iterative technique similar to the Gauss-Sei-
del iteration, or by rearranging the equation in-matrix form for 
reduction by either Gauss or Gauss-Jordan reduction. In the lat­
ter cases the representation is given by 

whe re 
K'l • \DA = \V,\ , (27) 

Ai}\ = * 0 ( t ) [ B u - (sira.-a/XjaXsinXja/Xja)] (28) 

: - 1/a,. - * 0 ( i ) ( s in Xja/x.-a)2 

" i—i—r 

10.0 

CUHF 

5.0 

O 

0 
1 1 

- \o.i 

_oA\ 
• Q 5 \ \ 

" 0 9 ^ -

i i 

0.5 
1 j 1 1 1 

h0t/k=l.o 

- t / b 

i i i , i 

I 
i 

: 
-

-

i 

' i ' ' I • i - i • • i i JO 
.0 0 0 5 1.0 

i — i — i — i — i — i — r 

0.5 
a/b 

1.0 0 

1.00 

0.90 
h|t/k=o.i 
h0t/k=aoi o.i 

. i i i L_J i i„ i 

= - 1 0 0 

1 1 1 1 1 

0 . 3 - ^ 

hjt/k=o.i 
~ h0t/k=ai 

I I I 

i i i i 
os 

0.1 '_ 

t / b - ^ " 

i i i i 

- ^C 

a 9 0 

0.5 1.0 0 0L5 1.0 

1.00 

0.95 

0.5 

-0.1 

hjt/k=ai N—+/b-
h0t/k=L0 

i I i ' i l i i i i _ 

i \—i—i i—i—i i—i—I I— i—i—i—i—i—i—i—i—r 

Q 5 

Hjt/k= o.i 
h0t/k=io.o 

J 1 1 L _ l I I I 1 _ 
1.0 0 0.5 1.0 0 

_.a/b_ 
Fig.'4 Correct ion factor CQ for convect ive heat flux for hjt/k = 0.1 

0.5 

a/b 

IJOO 

0.95 

V, =-(a/b)(hIt/k)(sm-Xia/x,a) ( 3 0 ) 

After Dj is determined it is introduced into equation (16) to ob­
tain the constriction coefficient for the convective heat flux case. 
The values for CCHF in terms of the ratio 

^ c = C C H F / C U H r . (31) 

are shown in Figs. 4, 5, and 6 for common ranges of the parame­
ters a/b, t/b, hat/k, and hit/k. The curves in the figures were ob­
tained using the iterative method. Because of what seemed to be 
abnormal behavior of some of the data, both the Gauss and the 
Gauss-Jordan reductions were used to verify the results. The veri­
fications are shown by symbols (circles for Gauss and triangles for 
Gauss-Jordan). In only a few cases was it found that the iterative 
technique gave poor results, differing at worst by 1 percent from 
the results of the matrix reductions. The dashed curves represent 
those points that were, in error. It is suspected that cumulative 
roundoff error in generating as many as 200 terms during the ite­
ration was the reason for the difference. 

Characteristics of the Matrix 
For all the check points considered it was found that the ma­

trix A was a well behaved one, where the largest elements 
grouped themselves on and near the diagonal. These terms gener­
ally increased by no more than an order of magnitude along the 
diagonal. 
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In the reduction of the matrix using the simple Gauss method, 
it was found that it was not necessary to interchange rows, since 
no division by very small numbers occurred that would produce 
roundoff error. In reducing the matrix using the Gauss-Jordan 
technique with double pivoting, it was found that only the first 3 
rows and columns needed to be exchanged. But the effect of the 
exchange was very small. Because of this characteristic, it was 
deemed unnecessary to extend the study by pivoting on the larg­
est element in the matrix. Pivoting on the largest element would 
essentially give a reduction in reverse fashion, but along the diag­
onal elements whose magnitudes are the same. 

As a check on roundoff errors that occur in the matrix reduc­
tions, the original matrix Aij was multiplied by the calculated vec­
tor Dj to obtain a new vector W that was compared with the 
original vector V,:. It was found that the worst difference between 
the two occurred beyond the twelfth place, thus indicating that 
roundoff error was indeed very small. 

As a check on the convergence when using the matrix reduc­
tions, various numbers of terms were used, from 20 up to as many 
as 230 in some cases. For most cases 40 and 100 terms were used 
to indicate convergence. An example of the convergence behavior 
of one the "abnormal" points is given in Fig. 7 for various matrix 
sizes. It appears to have converged within %oth of a percent in 
100 terms. 

Range of P ar ameter s 
The range of the parameters a/b, t/b, hot/k, and hit/k have 

been chosen as being reasonable for design purposes. For im­
proved heat transfer, according to Fig. 3, a/b must be made as 
large as possible, thus a/b = 0.1.appears to be a reasonable lower 
limit. Likewise, from Fig. 3, t/b should be made as large as possi­
ble, thus t/b = 0.1 also appears to be a reasonable lower limit. It 
should be remembered that in the design of a submersible hull 
heat exchanger, the thickness of the hull is usually prescribed; 
the designer can only vary b in the ratio t/b. It is wise for the de­
signer to avoid low values of a/b and t/b, for if design does fall in 
this lower range, the designer should opt for a smaller heat ex­
changer instead. One should be careful not to use only the Co-
data of Figs. 4, 5, and 6 to make comparisons of the behavior of. 
t/b since it is the product of Cc and CUHF which is important 
(CUHV varies more than Cc). 

056 

095 

0 - 20 40 50 . 80 100 120 
. N 

Fig. 7 Typical convergence behavior of matr ices 

The range of hot/k and hit/k generally encompass thickness up 
to several inches, and the conductivities of aluminum, steel, and 
titanium, which are the candidate materials for deep submersible 
.hulls. The internal and external heat transfer coefficients range 
between approximately 50 to 1000 and 20 to 150 Btu/hr/ft2 /F, re­
spectively. 

Conclusion 

The principal objective of this study was to determine the be­
havior of the constriction resistance under the more realistic con­
vective heat flux boundary condition. The results show that for 
the range of parameters considered, the constriction resistance is 
lower for the CHF case than that for the UHF case. This is to be 
expected since in the CHF case the heat flux at the channel sur­
face increases in the direction of a, thus spreading the heat flux 

. lines more evenly out over the plate. This is due to the fact that 
the temperature difference (Ti - T(0,z)) along the channel sur­
face increases in the direction of a. 

That Cc in Figs. 4, 5, and 6 goes to unity at the end points of 
the curves is due to the fact that at a/b = 1, UHF must occur, 
and at a/b = 0, the heat flux must be infinite over an infinitessi-
mal area, hence a UHF condition. 

The physical reason for the abnormality of some of the data 
was never determined, however the results are matbematically 
correct. The designer need not be concerned by this abnormality 
since it occurs in a region where CCHF differs from CUHF by less 
than 10 percent; other resistances in equation (3) are perhaps 
known with less accuracy. 

Furthermore one can conclude that the designer need not pay 
much attention to the CHF condition if he is striving for a conser­
vative design, since all the Cc data is less than unity. 
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'emperature Field Due to a Time 

A solution is given for the heat conduction problem in which a sphere generating heat, at a 
rate which is proportional to time raised to the minus one-half power,,is embedded in an 
infinite medium. The solution is of use in the thermistor probe technique for the determina­
tion of both the thermal conductivity and diffusivity of media which wet the surface of the 
thermistor. The thermistor bead is treated as a spherical distributed thermal mass and the 
coupled thermal response of the bead and the medium are presented. Typical temperature 
profiles both in the sphere and in the surrounding medium are presented. 

Introduction 

The thermistor probe technique utilizes a thermistor bead as 
both a temperature sensor and a heat source. When the bead is 
immersed in the medium of interest, the power dissipated in the 
electrically resistive probe to maintain a constant mean tempera­
ture step above the ; medium, is dependent upon the thermal 
properties of the medium. The heat generation function required 
to maintain the constant mean temperature rise of the probe has 
been found experimentally and has been included in the analysis. 

The thermistor probe technique, was first employed' by Chatp 
[l].1 He assumed the thermistor bead to be a spherical lumped 
thermal mass and solved the diffusion equation in the surround­
ing medium. The solution suggested the possibility of extracting 
thermal conductivity and thermal inertia, \ZJpc7, from experi­
mental measurement of,the power versus time. In actual practice 
the physical situation is such that the solution is only applicable 
for media with thermal conductivities very much smaller than 
the thermal conductivity of the thermistor bead. To compensate 
for this limitation Chato's method requires the use of calibration 
materials of essentially the same thermal properties in the deter­
mination of effective bead radii. • •' 

The current approach of treating the thermistor bead as a> dis­
tributed thermal mass and solving for the coupled thermal re­
sponse of both the bead and the medium acknowledges the pres­
ence of a temperature gradient within the bead. The heat genera­
tion term, T + fit"1 '2, is determined experimentally and has .been 
shown to provide a very fast rise in the mean temperature of the 
thermistor bead. The magnitude of the applied temperature step 
is predetermined and is achieved. with an electronic power con­
troller. 

The solution is of value in any situation where a sphere, em­
bedded in an infinite medium generates heat in accordance with 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, August 7,1973. Paper No. 74-HT-CC. 

the F + /3t_ 1 / 2 form. The nondimensional transient temperature 
distribution at the center of the sphere is presented separately for 
the T and /?t~1/2 terms of the heat generation function. Also, the 
spatial.temperature distribution in the thermistor bead and sur­
rounding medium is presented for actual experimental situations, 
in the application of the thermistor probe technique. 

Analys i s 
The thermistor bead is treated as a sphere of radius "a" em­

bedded in a homogeneous medium with no surface contact ther­
mal resistance. Heat.is generated in the bead for time t > 0 at a 
rate of r + /3t~1/2 per unit volume of the bead. Both the bead 
and the surrounding medium are initially, at zero temperature. 
The governing heat diffusion equations are: I. 

yl dy 
V^) + ̂

2
 + Sy ' 

r 2 9f. 8 r a„ dt 

1 BV„ 0 =£ r £ a 

i > o 

(1) 

(2) 

The heat generation function in the spherical region is represent­
ed asT + jS£_ 1 / 2 where V andj3t- V 2 are on a unit volume basis. 

The governing differential equations are subject to the following 
initial and boundary conditions. 

Vh Vm 0 at = 0 (3) 

Vb and Vm a r e finite when r - 0 and r . - °° , r e s p e c t i v e l y 

•• • " • ( 4 ) 

(5) 

K" dr = 'k. ' dr 

•.ar = a 

a,t > 0 (6) 

Introducing the Laplace transform of V, defined by 

L[V(t))=Y= fie-»V(t)dt 

then the subsidiary equations are 
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Fry 1 TTa S i n / Z q»r 

*>^lp* rp2a(p) 
k m a s in/; </6r 

+ fef0/7[^72 + " / ,3/2r»(/)) 

(o-r) 

] , .(17) 

j _ r t t t t i r sinfo qba - aqb cosh qba -, 3 
m ~~ h r L ^ ( l + « 7 B ) s ) ( ^ J e m 

, o /— fflk «' r sin/; gt,a - aqb cosh qba, (a-r) 

Such that 

and 

Vb = Vb+ V. 

V = V + V 

(18) 

(19) 

(20) 

Fig. 1 Contour of integration 

n dr \ dr 
+ f-L(fi/2) 

The inversions for Vbti) and V^ai have been given by Goldenberg 
and Tranter [3] as 

+ iift). ^ - w . ! V M ) . «{ii + 1 „ _ £ , 

r2 d? 

which reduce to 

d2 

1 ! ( ^ » = ^ - ^ . * 
dr 

(7) 

(8) 
f22\ 9 r̂> - e x P (~yVyi , ) ( s in y - y c o s 3 ' ) s i n (-)dy 

Aat> f : a -] (21) 
•i y2[(c s in >) - j ) cos y)2 + 62y2 s i n 2 y ] ' *• 

|3 /? 
dr2 [r^l-^fr^) =—f- /i-r-v-rr.O £ r =s a (9) 

kbP 

itr 

y {rt) = ^{V± 

A 
dr* 

where 

[rVj-ql(rVm)=0 

<7i,2 = 77 and q* 

(10) 

exp(~3)2i/y(,)(sin y - y cos y)[by s in y cos ay 
2 »̂ — (c sin y — y cos y) sin ay]dy 

•n y3[(c s in y - y cos y)2 + 62y2 sin2 y] 
(22) 

(ID 

The solutions of the foregoing equations are 

. ,':; ;, rVb =-AeV+ Be"** +•'•£ [j3 l~ + -J-K 
Kb -J p p qb 

\ •;, ' rVm =.Ce"r"r +,De-"Mr 

where A, B, C, and D are constants to be evaluated by the pre­
viously stated boundary conditions. 

The foregoing solutions subject to the first boundary condition, 
equation (4) are 

whe re b = — ' — c = 1 - — 

ri 
yh 

r --— , and a = ( 1) 
att'. a 

(12) To invert Vi,(111 and Vmtui we use the following theorem. 
If L [<p(t)] = <I>(p), then L M(At)] = .<J> (p/X) where X is real and 

positive. 

^ V i / » „ ( 0 

V„ '= -De-«m r 

where 
(13) 

(14) 

ak_ 

(23) 

' [1 + p £ ] s i n H v ^ 1 ) 

The constants A and D are evaluated with the boundary condi 
tions, equations (5) and (6): 

K •' , 
Cth r r - _ - , r ^ fl S m < ? ! > r 

( y j l / 2 7 " / / " - ^ l/,3/2 + p*nF(p) 

and 
F(p) = (c - b/p) sinhfp - Sp coshfp 

By the inversion theorem for Laplace transformation 

(24) 

(25) 

6 ^ 2 r » ( / ) ) -} (15) {ybynhH -
s - f« 

s*' {7-

fl «h r„ r-7- . ̂  rSin^i qba - aqb cosh qba\ am{a.r) 

where (16) 

( = [Smhqba-aqbcoshqba _ ^ s i n f e ' } 

Separating the steady and transient heat generation terms gives 

Nomenclature — — — — — — — — ^ ^ - ^ 

£ * a [ l + . / 3 Z i ] s i n 7 i (>/£-) 

where s is sufficiently large to include all singularities of the inte­
grand to the left of the line (s - i=>, s + /<=). To evaluate this in­
tegral the contour as shown in the Fig. 1 was chosen to avoid the 
branch point at the origin. It can be shown that for physically 

a = surface radius of the sphere 
r = radius 
b = (km/kt,)Vab/am 

c = 1 -km/kb 

k = thermal conductivity 
c'. = specific.heat . 
p = variable of Laplace transform 

Q = heat generation per unit time and T = steady-state heat generation per unit 
volume . time and volume 

t = time y = "2la 

V = temperature 
V = Laplace transform of temperature 
y = variable of integration 
or • = • thermal diffusivity 
fi = slope of Q versus t~1 /2 straight line 

a - ( l) \ 'n>/«„ 
a 

Subscripts 
m = medium 
b = bead 
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possible values of b and c there are no poles inside or on the con­
tour. It can also be shown that the integrals over the arcs BF and 
CA tend to zero as the radius of these circular arcs tend to infini­
ty. The only contribution for this integral around the closed con­
tour is from FE, DC, and small circle ED. A combined integral 
may be derived from those along FE and DC to yield 

4 r" exp ( -y 2 ; ) r 1 

27 \ 7 {~l 

—•rHy cos y • c s in y + by2 I— s in y] s in ( ry , 
v cv„ 

•}dy 
b2y2 sin2 y + (y cos y — c s in y)2 

The integral over the small circle ED can be evaluated by ex­
panding the integrand in ascending powers of p. The coefficients 
of p~ 2, p~ 3/ 2, p - a all equal zero. 

A (/) Mn)1" V " e X p ( : f / n ) {-i 
a /? — T^Ly cos y - c s in y + by1 /—- s in y ] s i n (—) 
r k 

b2y2 s i n 2 y + (y cos y - c s i n y ) 2 
•}dy 

(27) 

II 
a k 

2/3a fal r' e x p ( - y 2 f / y 6 ) j 1 

— -~-[y cos y - c s in y + oy 
r k 

s in y ] s in (—) 

(c s in y - y cos y )2 + &2y2 s in2 y 
}dy 

(28) 

Proceeding on the same lines, the temperature of the medium due 
to the transient heat generation term, can be shown to be 

2/3a2 

V r ' Z ) = - k»r 
/ 5 J r"exp(-y2t/yb) 

T o • i'2 

(sin y - y cos y)[by s in y s in oy 
+ (c s i n y - y cos y ) cos oy] 

(c s i n y — y cos y)2 + o2y2 s i n 2 y 

Finally, combining the solutions we get 

, , , , ; a2Tj 1 kb 1 , r 2 ' 

dy (29) 

2oftf _ 
7rr o y 

exp ( -y r / y 6 ) ( s i n y -y cos y ) s i n ( — ) r y , 

![(c s i n y - y cos y)2 + b2y2
 s i n 2 y] T T F T T ^ } 

2/3a [a e x p ( - y V y , , ) 
{ " I 

— - ^ [ y cos y - c s in y + 6y2 /-—^-sin y ] s in (—) 
r kb V a m -̂  q 

(c s in y - y cos y)2 + 62y2 s in 2 y 
}<*y 

(30) 

exp(—y2£/y,,)(sin y — y cos y)[&y s i n y cos oy 
2 r " - (c s in y—y cos y ) s in ay] •, 

: dy) -^1 
T 0 

2/3 n 
fe47 
2/3 n / a £ r 
I* n- J »r J 

y3[(c s in y - y cos y)2 + 62y2 s i n 2 y ] 

e x p ( - y V y t , ) ( s i n y 
— y cos y)[oy s in y s in oy 

+ (c s in y —y cos y ) c o s oy 
2L(c s i n y ' —y cos y)2 + b2y2 s i n 2 y j 

ay 

(31) 

D i s c u s s i o n 

The transient temperature at the center of the sphere, for a 
range of k,„ /h values with the diffusivities of the sphere and the 
medium equal in each case, has been computed from equation 
(30) by numerical integration using standard library programs. 
The integrals converge faster at larger values of time due to the 
presence of the exp(-y2t/7(,) term. Fig. 2 shows the resulting con­
tributions in nondimensional form. The transient contribution 
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Fig. 2 Transient temperature at the center of the sphere due to the j3 
and T terms 

due to the ^ £ _ 1 / 2 term is shown in solid lines, whereas the tran­
sient contribution due to the V term is shown in broken lines. We 
see that for any particular km/kt, value the temperature due to the 
(St~1/2 term rises rapidly compared to that due to the F term. As 
km(kt, increases the rate of rise in temperature due to the /3f-1/2 

term is increasingly fast and approximates a step rise in tempera­
ture. 

To demonstrate the analytically determined temperature dis­
tribution in the sphere and in the medium due to the combined 
effect of both the r and the /St - 1 '2 heat generation terms, water 
and ethylene glycol were used as typical experimental test media. 
The power versus t~112 relation was experimentally obtained by 
establishing and maintaining the resistance of the thermistor 
bead at a constant predetermined value by using an electronic 
controller. The heat generation functions thus found are plotted 
versus t~1/z in Fig. 3. For low viscosity liquids such as water a 
free convection effect can take place as time progresses, depend­
ing on the temperature step imposed on the bead. If a sufficient 
number of data points are obtained in the power measurement 
before free convection sets in then the straight line graph can be 
extrapolated to give the r . value as if the heat flow through the 
medium was diffusion controlled at all times. This is demon­
strated in Fig., 3 where for the case of water the heat generation 
deviates somewhat from the straight line after about 5 sec. For a 
smaller temperature step the value of time for free convection, to 
set in is greater. 

Fig. 4 shows the developing temperature profile both in the 
bead and in the medium for the case of water as calculated from 
equations (30) and (31) wherein the experimentally determined /? 
and F values from Fig. 3 have been used. The temperature distri-
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Fig. 3 Volumetric heat generation rate versus time raised to the minus 
one-half power 
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Fig. 4 Temperature field development in thermistor bead and water 

medium for both T +' jS f - 1 / 2 and V alone 

butions in the bead are shown to cross one another as the local 
temperature relaxes toward the steady-state level. This confirms 
that the spatial average temperature within the bead is constant 
with time in. accordance with the design criteria of the electronic 
controller. For comparison the developing temperature profile in 
the bead for the case of constant heat generation (F term only) is 
shown in the same figure. Thus, the 0t~V2 term of the heat gen­
eration function accelerates the development of the temperature 
field within the bead. The early development of a constant spa­
tially averaged temperature in the bead is essential for the deter­
mination of the thermal diffusivity of the medium. 

Fig. 5 clearly shows that as the conductivity of the medium in­
creases for a given bead conductivity the interfacial temperature 
is lowered. This,is so even when the same average temperature 
step is applied to the bead. Thus",' when the thermistor probe 
technique is used in the evaluation of thermal conductivity of un : 

known media, the temperature profile within the bead must, be 
known unless a truly lumped situation pertains, i.e., the bead 
thermal resistance is negligible in comparison to that,of the medi­
um. 

Application of the Solution. Equation (30) shows that the 
steady-state temperature distribution in the bead is given by the 
relation 

and is seen to be a function of the radius of the bead and of the 
thermal conductivity of the' bead and the surrounding medium. 
To correlate the experimentally applied temperature step with 
the analytical expression for temperature in the steady state, one 
has to average the temperature distribution over the whole bead 
volume. This gives 

V„ 3 k„ k„ 
+ 0.2 (33) 

Equating this analytically determined average temperature of the 
bead to the applied temperature step for the bead, knowing "a" 
and kb, and measuring V the thermal conductivity of various 
media can be determined. 

The same averaging technique applied to the transient temper­
ature profile over the whole bead at any instant of time was used 
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glycol 

Steady-state temperature distributions for water and ethylene 

to determine the diffusivity of the media. The bead diffusivity 
was determined as a = 'kb/pbcb' where kb was independently mea­
sured. This averaging technique is possible after 10 msec as the 
controller error signal goes to zero implying constant average 
probe resistance (temperature). A detailed discussion of the ap­
plication of this technique and initial data can be found in refer­
ence [2]. 

Conclusion 
The analytical basis for the determination of both thermal con­

ductivity and diffusivity values with significantly improved accu­
racy, by experimentally determining the heat rate required to 
maintain constant average probe resistance (temperature) and 
incorporating that heat rate into the solution to the general heat 
diffusion equation, is given. A temperature gradient exists within 
the bead which must be accounted for. The average bead temper­
ature reaches a constant value much sooner than the actual 
steady-state condition is reached due to the (3t_1/2 term. The so­
lution for the temperature distribution in the medium also pro­
vides the minimum sample size required for thermal conductivity 
and diffusivity measurements. Careful acquisition of experimen­
tal data on short time interval provides steady-state information 
without actually waiting for it. For low viscosity liquids, the effect 
of natural convection can be avoided by taking sufficient data be­
fore the effect sets in. 
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Two-Dimensional Transient 

Temperature Distribution in 

Cylindrical Bodies With Pulsating Time 

and Space-Dependent Boundary 

Conditions 
The two-dimensional conduction equation is solved for a holloir cylinder subjected to a 
series of heat flux pulses on the inner boundary. The periodic heat flux is represented by 
an exponentially decreasing pulse with a spatial distribution of peak magnitude. The an­
alytical techniques and representation of the boundary conditions apply to different sit­
uations involving pulsating boundary conditions. An application to the gun barrel heat­
ing problem is given. Calculated bore surface and internal temperature histories are in 
good agreement with experimental data. During the actual firing time in rapidly-firing 
guns, results show that external cooling is generally ineffective for controlling barrel bore 
surface temperature. 

Introduction 

The internal temperature distribution resulting from repeated 
heat flux pulses on a surface of a body is important in many 
practical situations. This situation is encountered, for example, 
during the warm-up of a reciprocating engine, in the -'on-off" 
type of heating associated with certain automatic control sys­
tems, and in the heating of gun barrels during rapid firings. In 
general, the boundary heat flux is a function of position and time 
and may be cyclic. An analytical solution is presented for the 
temperature distribution in a body subjected to pulsating bound­
ary heat flux. An application to the gun barrel heating problem is 
given. Solutions based on numerical methods are also used in an­
alyzing gun barrel heating and both methods have a place in gun 
barrel design work. The analytical solution is useful for paramet­
ric studies (particularly if a one-dimensional representation is 
satisfactory), evaluating truncation error in numerical solutions 
and may give accuracy well within the error resulting from the 
uncertainties introduced in modeling the boundary conditions. 
The specific pulsating bore surface heat flux boundary condition 
used is compatible with experimental findings. The analysis of 
the boundary conditions and methods of solution are general and 
can be applied directly to determine the transient temperatures 
in many similar problems. 

Gun Barrel Heating. Whenever a gun is fired, a portion of the 
propellant energy, in the form of heat, is transferred to the barrel 
bore surface. Although the details of the heat transfer mechanism 
have not been conclusively established, it is generally attributed 
to convection from the high-velocity, high-temperature propellant 
gases [I].1 Other modes, including radiation between the gases 
and the bore surface and friction between the projectile and the 
surface, have been considered and are believed to be lesser con­
tributors [2]. 

The barrel heating problem is customarily divided into two 
main parts: first, that of determining the energy transfer from the 
propellant gases to the bore surface and, second, that of deter­
mining the barrel temperature distribution resulting from this 
heat transfer. Separating the problem in this manner permits the 
heat transfer analysis to be carried out without a detailed knowl­
edge of local projectile velocity and propellant gas properties. 
This separation is necessary for a practical approach to an ex­
tremely complex problem. 

A number of investigations of the heat transfer and tempera­
ture distributions in gun barrels have been reported [3-7). All 
analyses reported have been limited to the one-dimensional case 
while the present analysis has been extended to apply also to 
two-dimensional cases. Also, a more accurate representation of 
the bore heat flux function, which is supported by recent experi-
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mental findings, has been incorporated into the present analysis. 
These improvements in the analysis lead to closer agreement be­
tween results predicted in the present solution and the experi­
mental data currently available. 

Anthony (3, 4] obtained solutions for three different pulsating 
boundary conditions applied at the inner surface of a cylinder. 
The conditions used were a constant amplitude and a time-de­
creasing amplitude rectangular pulse representation of heat flux 
and a rectangular pulse heat transfer coefficient. An insulated 
outer boundary was considered in all cases. For these boundary 
conditions, Anthony was able to calculate peak bore surface tem­
peratures to within 80 C to 170 0 of experimentally measured 
values for a single-round firing. The analytical solutions indicated 
temperatures as much as 170 0 lower after the peak occurred 
than those observed. Hendry and Rendersky |5 | concluded that 
neglecting heat transfer at the exterior surface prevented these 
solutions from being adequate for calculating the temperature 
distribution from multiple-round firings and that complete bore 
surface temperature histories predicted by any one of the solu­
tions was inadequate when compared with experimental data. A 
detailed discussion on the limitations of rectangular pulses to ap­
proximate the heat transfer in a gun barrel is included in their 
paper. Pascual, et al. [6], while investigating thermal stresses in 
gun tubes, solved the one-dimensional cylindrical problem with a 
convective outer boundary for a prescribed internal surface tem­
perature history. The solution, however, applies only to a single-
round-firing temperature calculation. More recently, Chu and 
Henzkofer [7] presented a solution to the one-dimensional prob­
lem by assuming a convective boundary condition at both the 
inner and outer surfaces. They obtained a solution in the form of 
an integral equation which allowed for an arbitrary initial inter­
nal temperature distribution. For multiple firings, the final tem­
perature distribution must be obtained by successive integrations 
of the temperature distributions which result from each preceding 
round fired. No comparisons between the previous two solutions 
and experimental data were presented. 

Several extensive experimental studies have been conducted in 
an effort to measure bore surface temperatures and heat flux in 
guns [8-13]. Although the transient bore surface heat flux has no.t 
been directly measured in a gun barrel, a method has been pre­
sented by Giedt [13] by which it may be extrapolated from exper­
imental bore surface temperature curves. Giedt used a solution 
for the temperature distribution in a semi-infinite solid with an 
arbitrarily imposed time-dependent surface temperature. From 
this solution, he obtained an equation for the instantaneous heat 
flux in terms of the slope of the bore surface temperature-time 
curve and, by graphically differentiating the experimental curve, 
plotted the bore surface heat flux as a function of time. A heat 
flux plot from [13], along with a corresponding temperature curve 

for one axial location in a 40-mm gun barrel, is shown in Fig. 1. 
While the accuracy of graphically differentiating the tempera­
ture-time curve to obtain the heat flux history may be subject to 
question by some, the characteristic shape of the curve provides a 
basis for an improved functional representation of the bore sur­
face heat flux. 

Interior Boundary Condition: Bore Surface Heat Flux. As­
suming that the shape of the curve in Fig. 1 is characteristic of 
the heat flux for conventional type guns, a function of the form of 
an exponential decreasing with time is selected for representing 
the pulsating heat flux at the bore surface. To account for the 
variation in heat transfer along the bore surface, this exponential 
function is multiplied by an amplitude function, flz), dependent 
on the axial coordinate only. This functional representation as­
sumes that all axial locations experience a distribution flz) of 
peak heat flux simultaneously rather than progressively as is the 
case for a rapidly-moving projectile. The simplification is sup­
ported by the relatively short time from firing initiation until the 
projectile clears the muzzle. Finally, the effect of multiple-round 
firings is accounted for by incorporating Heaviside's unit step 
function into the boundary condition. The resulting expression for 
the bore surface heat flux is 

k^(«,z,l) =f(z) E [ 6 ( / 
or 

HT) 

6(/ - (H + l)r)]c- c < t-"T > (1) 

where the unit step function is defined by 

o(< - r) = 0 ; / 

fiO - -r) = 1 : / 
(2) 

The constant c and function flz) are to be determined from ex­
perimental observations. A representative plot of equation i l l , at 
a fixed axial location, is depicted in Fig. 2. 

Governing Equations and Method of Solution. The differen­
tial form of the conduction equation which applies is 

3,-2 

1 3 7 3-r 
l>Z2 

III 
a 3/ 

(3) 

where angular symmetry and constant thermal properties have 
been assumed. The remaining boundary conditions and initial 

k^(b,z,l) 
or 

h\r(h,z,t) - ra\ 

3 7 (r, z, I) = 0 ; z = 0, L 

(4) 

(5) 

• Nomenclature. 

,40 = amplitude of the heat flux pulse. 
equation (251, cal/sq cm-s 

.4- = integral defined by equation )23) 
a = inside radius, cm 

B: = integral defined by equation (24) 
o = outside radius, cm 

('„ = function defined by equation (22) 
c = exponential decay coefficient, 

equation (I i, s ' 
!),„ = function defined by equation (15) 
Do = function defined by equation (14) 

Fit) = arbitrary function, equation (18) 
F„ = fund ion defined by equation (20) 

flz! = amplitude function, equation (1) 
(,'„ = function defined by equation (21) 

h = heat transfer coefficient, cal/sq 
cm-s-0 

/,• = thermal conductivity cal/cm-s-C 

L = length of gun barrel, cm 
/ = summation index defining the 

number of the round being lired 
m = summation index defined in equa­

tion (131 
,Y = final round fired 
n = summation index defining the 

roots of equation (lo'i 
Q = heat transfer per unit area, cal/sq 

cm 
q = \ s.'a 
r = radial coordinate, cm 
s = complex Laplace transform vari­

able 

T = temperature, (' 
T„ = ambient temperature, C 
To = initial temperature of the gun bar­

rel. (/ 
( = time, s 

1/ = \ c / o 

r = axial coordinate, cm 
a = thermal difiusivity, sq cm/s 

o;1 = roots of equation 116) 
.') = unit step function, equation (2) 
II = temperature difference, T — To. C 
a = Laplace transform of It 

\,„ = separation constant defined by 
equation (13) 

T = time between firing pulses, s 
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T(r,z,0) =: T, (6) 

The periodic bore surface boundary condition suggests a solution 
by the method of Laplace transforms. Introducing 0(r,z,t) = 
T(r,z,t) ~ To for convenience and transforming equations (1), (3), 
(41, and (5), respectively, gives 

, d 0 I i f{z) - k — (a,z) = ;— 
3» c + ,s 

3-f) 

[1 + (1 - e-CT)(e 

• • ) ] 

1 M 
r dr 

9-e 

g ( M ) = - ^ ( M ) + |j[^ - r, 

si ( r , 2 ) = 0 ; z = 0,L 

(7) 

(8) 

(9) 

(10) 

The constant c, which governs the time rate of decay of the heat 
flux pulse is later shown to be of the order of 103 s"1 while the 
time between firings T is 60 ms or more for even the faster firing 
guns. The maximum value of exp ( - C T ) is then of the order of 
10 21, or less, and can be neglected. The significance of this as­
sumption and the error introduced for other values of CT is noted 
in the Appendix. With this simplification, equation (7) becomes 

f(z) 
c + s 

[1 + e' 

k^(a,z) 
ay 

f(z) 

Equation (8| is solved with the transformed boundary conditions 
by the method of separation of variables to give 
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ks D„ 

-±-fLM<lz [[qK^qb) - j; K0(qb)W<ir) 
L R n ft 

[qh(qb) + 7 / ( )(c/6)]K0(c/r) | 

[s + c ] [ l - e-f\ciD0 

UAm^(Amft) - /K-0(Am6)]/0(Amr) + [xjt(\mb) + +I0(\mb)]K0(\mr)] \' — j f(z)cos(mnz/L)dz) 
cos (—z) 

where 

[s + c)[l - e-sr)AmDn 

(12) 

Dn 

' < = = - > • q2 • m = 0 , 1 , 2 , 3 , 

IliqahllMiqb) - ~ K()(qb)\ - K^qa^ql^qb) \iM)\ 

(13) 

(14) 

D„ = /,(Ama)fAmK,(Am6) - ±Ka(\mb)\ - K,(A„fr) [ Xji(xJ>) + ~ I0(\mb)\ (15) 

The temperature distribution is determined using the inversion at its poles are quite lengthy (see reference [15)) and have been 
theorem (14) by evaluating and summing the residues of equation omitted from this paper. The mathematical procedure for evalu-
(12) at its poles. The poles of the first, second, and third terms on ating the residues of the first term presents no new problems. The 
the right side of equation (12) are at s = 0 and s = -<ni„2 where general techniques for inverting the second and third terms of 
±ri„ are the roots of equation (12) will be noted, however, as these apply generally to 

r this tvpe of boundary condition. Each of these terms mav be put 
into the form 

- J f(4«)T0(pi„&)] = 0 (16) 

The mathematical details of evaluating the residues of each term 

F(s) 
(1 - <?-") 

(17) 
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Expanding the denominator into an exponential series and apply­
ing the Laplace transform shifting theorem [14J, the inversion of 
equation (17) is then reduced to inverting Ffs) times the unit step 
function where the arguments are shifted in time as determined 
by the exponent of each accompanying exponential term. Using 
this technique and denoting the inverse transform of F(.s) by F(t), 
the inversion of equation (17) is 

6 = o(t)F(t) + 5(/ - r)F(t - T) 

5(t - 2 r )F ( / - 2 r ) + 

0 = £ 6((. - nr)F(l - HT) (18) 

Therefore, to invert the last two terms of equation (12), the expo­
nential series expansion is removed and the inversion problem is 
reduced to that of evaluating the residue of the transform of a 
single-pulse solution and multiplying this by the unit step func­
tion. 

The solution of equation (3) with boundary and initial condi­
tions given by equations (1), (4), (5), and (6) is 

plicability of the boundary heat flux model and on the simpli­
fying assumptions incorporated in the analysis. Equation (19) has 
been evaluated with the aid of a digital computer [or a range of 
gun barrel applications and the results are compared with experi­
mental data. 

Resul t s 
The solution accounts for convective cooling on the outer sur­

face and a series of exponentially decreasing heat flux pulses on 
the inner boundary. The solution depends on f(z) which describes 
the variation of the peak value of heat flux in the z direction and 
c which describes the time rate of decay of each pulse. In this sec­
tion, f(z) and c are selected to represent the heat transfer into the 
bore surface of a gun barrel. The selection is based on a fit to ex­
perimental temperature-time curves obtained for the bore surface 
during a single-round firing. The calculated temperature distribu­
tions for single- and multiple-round firings are then compared 
with available experimental data. 

T(r,z,l) = T0 + [Ta - r „ ] | l + rr £ 
fee-ttB""tJ1()3nq)Fn(/3„6)Gn(^r,a) 

kCn{jin, a, b) 

- £ 6(( - IT) { 
e-cu-mA^ \[ttJi(uh) _ 'lj(>(ub)}Y0(ur) - [uYx(ub) - | Y{)(«/>)],/„(ur)] 

u [[nJx(ub) - jJ^ub^Y^ua) - [uYx(ub) - ~ Y0(ub)]Ji(ua)] 

+ * s 
n = 1 

a\ine -ctB„ it - (T l AjFn(/i„ft)]\-;n(j3nr, a) 

[c - a/3n']C„(/3n, a, b) * £ £ 
n = 1 m = 1 [ C - « [ / 3 „ 2 + (™)'}\Cn(0n,a,b) 

- £ 
m =1 

= » - ! T ) i J 2 !lAmr1{Am&) - lY{](xmb)\J9txmr) - [xmJ{{xmb) - %J0(\mb))Y0{\mr)])co8™ z 

Am [[xj^ixjy) - ^T0(Am6)]J t(Ama) - [AmJ,(Xm6) - '|j0(Am6)T1(Ama)] 
} (19) 

where Am is taken as \7Jn~~ (nrnjLY1 and the following notation One-Dimensional Case, Bore Surface Temperature, Single 
has been used for convenience. Round Firing. As'a first approximation, the temperature gradi 

, , , , , . h r , , , . ,„„, ent in the z direction is neglected during the relatively short heat 
F„(linb) = fJ„JiOn&) - ^JoWrfi) (20) ing time associated with a single-round firing. The heating time is 

of the order of that required for a round to clear the muzzle. Con-
G„(/3n, r, a) = J^(,finr)Yx(fina) - Jx (j3na)K0(pnr) (21) sequentiy, heat diffuses in the r direction for only a few thou­

sandths of a centimeter, and the radial gradient is much larger 

C„(Pn,a,b) = [/3„2 + (j) 2][Ji03„fl)]2 - [F„(0„b)f (22) t h a n t h e a x i a l g^dient. With an A0 corresponding to a given 
k location, one takes 

Az = - J f(z) <fc (23) 

B z = -r-T f f{z) COS - ^ dz 
L 

f(z) = A0 

Az = A0/k 

Bz = 0 

(24) and equation (19) reduces to 

(25) 

(26) 

(27) 

For values of c/a < (rmr/L)2, the last term of equation (19) is re- x(r, z, t) = T + [T - T 1 [ 1 
placed by 

£ 

[co8f?z\e-«B, l[*J<Amb) - ^A'o(Am6)J/«(Amr) 

+ [\Jx{xmb) + J/()(Am6)]/v0(Amr)i 
" £ 

n = 1 

• = 1 Xm [{XJi^Xj)) ~ -K„(Am&)]/1(XB1fl) - [\Jihmb) 

+ |/0(Am6)]/y1(Ama)] 

to correspond to the real values of Am. 
Since an algebraic expression has been obtained for the tem­

perature distribution, the mathematical accuracy depends only 
on the number of terms used for each series and on calculation 
round-off error. However, the accuracy in representing the tem­
perature distribution in the physical system depends on the ap-

- £ 5(t - lr)\ 

he-
aBntjx(jina)Fn([inb)Gn(fi„r,a)] 

kC„(ti„, a, b,) J 

e-clt-mA0 \{uJt(ub) - ^ . ( « « ] n W 

- [uYx{ub) - ^Y0(ub)]JQ(ur)\ 

ku [[tuliiub) - •j-J0(ub)]Yl(ua) 

h 
- [uYx(ub) - jYa{iib)}Jx(ua)) 

Tl f « ^ - ° ' g n t t - ' T ] A n [ F . ( ) 3 B 6 ) ] G n ( g B r , a ) , ( 2 g ) 

„ . i k[c - ali„2]Cn(!i„,a,b) 
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Fig. 3 Bore surface temperature calculated f rom equation (19) 

The total heat transfer per unit area to the bore surface is: 

Q A,s/c (29) 

To and c may be selected so that the calculated bore surface tem­
perature history corresponds to the characteristic shape noted ex­
perimentally subject to the constraint that Ao/c is the total heat 
transfer. Fig. .'! shows the sensitivity of the bore surface tempera­
ture to variations in ,4o and c for a constant barrel heat transfer. 
Note that the bore surface temperature history (Fig. i!) can be 
adjusted to conform closely to the characteristic shape suggested 
by experiment (Fig. 1). 

In an alternate approach. Fig. 4 shows the result ofdirectlv ad­
justing .4o and c to fit an experimental bore surface temperature-
time curve for a single-round firing in a 0.60 caliber barrel Jo). 
The previously reported analytical results [4j. also shown, are 
based on rectangular pulse representations of the bore heat flux 
and heat transfer coefficient, respectively. The duration of each of 
the constant amplitude pulses is fixed by the time from firing ini­
tiation until the peak bore temperature was observed experimen­
tally for a single-round firing. The amplitude was selected to cor­
respond to an overall average total heat transfer of 9.77 cal/sq cm 
obtained from calorimetric measurements after an automatic fir­
ing burst. Alternately, the amplitude could be selected to match 
the peak observed temperature but, for increasing time, the ana-
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lytical solution would still be considerably below the measured 
temperatures. The values of ,\0 and c used lor the present expo­
nentially decaying pulse were 1T400 cal.sq cm-s and 900 s >. re­
spectively, corresponding to a heat transfer of 14.9 cal.sq cm. The 
present solution is in better overall agreement with the experi­
mental temperature distribution. 

In Figs. f> and 6. To and c have been selected to fit experimen­
tally observed bore surface temperature-time curves at different 
axial local ions in a 0.f>0 caliber barrel (16] and a 40-mm barrel 
[lo]. It should be noted that c shows negligible dependence on the 
axial location within a given barrel although it does differ for the 
various barrels considered. The validity of the assumptions that c 
is independent of c and is of the order of It)3 s ' is thus estab­
lished within the limitations of available experimental data. 

Two-Dimensional Case, Interior Temperature, Multiple-
Round Firing. E.xtending the results from the one-dimensional 
analysis, f(z) may be approximated by a polynominal fit of the To 
values at different axial locations for a given barrel. With this po­
lynominal. equations (2:>) and (24) may be integrated and equa­
tion (19) then gives the two-dimensional transient temperature 
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Fig. 6 Comparisons of analyt ical and exper imental bore surface tem­

peratures at different axial locations in a 40-mm barrel 
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Fig. 7 Comparisons of analytical and experimental bore surface and in­
ternal temperatures during a ten-round firing burst 
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Fig. 8 Effect of external cooling on calculated temperatures during a 
100-round firing burst 

dis t r ibu t ion . Using the three values of To as shown in Fig. 5 gives 

for the 0.50 caliber barrel 

f(z) =. 2 8 0 9 . 5 + 2 3 2 . 5 zl - 1 . 7 4 r c a l / s q c m - s (30/ 

where z is the d i s tance in cen t ime te r s from the muzzle . Fig. 7 

compares the analy t ica l results t h u s ob ta ined with expe r imen ta l 

t e m p e r a t u r e - t i m e da t a [10] at the bore surface and two internal 

locations dur ing a t en - round firing burs t . T h e exper imenta l bore 

surface t e m p e r a t u r e s do not increase by equal a m o u n t s from 

round to round in successive peak values nor in successive residu­

al t e m p e r a t u r e s at the end of each firing cycle. Two factors con­

t r ibu te to this difference between the exper imenta l and analy t ica l 

resul ts . First , the interior boundary condit ion does not account 

for the decreased heat t ransfer as the bore surface t e m p e r a t u r e 

increases with successive rounds . T h e analysis is based on speci­

fying the bore heat flux independent of round sequence ra ther 

than by deduc ing the flux from appropr i a t e convective consider­

a t ions . Second, a residue may be deposi ted on the bore surface 

dur ing mul t ip le - round firings, as noted in reference [lij. resul t ing 

in lower surface t e m p e r a t u r e s . However, the analyt ical results are 

generally in good agreement with the da t a for 10 rounds and the 

agreement is closer at the interior locat ions. 

C o m p a r i n g the peak bore t e m p e r a t u r e s at 56.83 cm ca lcu la ted 

in Figs, a and 7 indicates that for these cond i t ions the effect of 

axial conduct ion is not i m p o r t a n t . Solving the two-dimensional 

case, however, presents no new p r o b l e m s and the solution is in­

cluded for comple teness . 

Effect of E x t e r n a l Coo l ing . E q u a t i o n (19) a c c o u n t s for convec­

tive heat t ransfer at the outer surface of the bar re l . T h e effect of 

external cooling on t empe ra tu r e s at different radial locations for 

the 0.50 cal iber barrel is shown in Fig. 8. T h e two heat transfer 

coefficients for which resul ts are shown correspond approximately 

to free convection in air and to boil ing water . T h e resul ts indicate 

tha t , a l though the outs ide cooling ra te is varied by three orders of 

magn i tude , there is an insignificant effect on bore surface tem­

pera tu re . T e m p e r a t u r e s at o the r radia l locat ions are affected 

somewhat more with a - m a x i m u m difference of 160 C at the outer 

surface after 100 rounds . Fig. 8 shows clearly the ineffectiveness of 

external cooling for controlling bore surface t e m p e r a t u r e s during a 

rapid-fir ing burs t . However, ex te rna l cooling is impor t an t in re­

ducing the average barrel t e m p e r a t u r e as well as the t ime re­

quired for cooling the barrel be tween successive burs t s . 

C o n c l u s i o n s 

T h e two-dimensional t rans ient heat conduc t ion equat ion with a 

pulsa t ing t ime and spat ia l ly d e p e n d e n t bounda ry condit ion has 

been solved analyt ica l ly . Lap lace t ransform techn iques were 

shown to provide a t r ac tab le m e t h o d for hand l ing periodic expo­

nent ia l ly-decaying pulses charac te r ized by rap id t ime-ra tes of 

decay. 

As an appl ica t ion of th is solut ion, the t e m p e r a t u r e distribution 

in a gun barrel was de te rmined . A series of exponential ly-decay­

ing pulses was used to represent the bore-surface heat flux during 

mul t ip le - round firing. The resul t ing solut ion agreed more closely 

with expe r imen ta l bore-surface t e m p e r a t u r e - t i m e curves than 

previous solut ions which represented bore surface heat transfer by 

rec tangular pulse functions. Using informat ion from a single-

round firing to character ize the heat t ransfer to the barrel , a solu­

tion app l i cab le to mul t ip le - round firing was ob ta ined which 

agreed closely with the expe r imen ta l da t a for a t en - round burst. 

Ca lcu la ted interior barrel t e m p e r a t u r e s dur ing the burst nearly 

coincide with the corresponding d a t a . The bore surface tempera­

tures predic ted dur ing the same firing burst were somewhat high­

er t h a n exper imen ta l values. The resul ts of the analysis indicated 

tha t external cooling me thods are ineffective for bore surface tem­

pera ture control of rapidly-fir ing guns dur ing the ac tua l firing-

t imes . 
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APPENDIX 
The physical significance of neglecting exp(- rc) in equation (7) 

is that the bore surface heat flux representation, equation (11), 
does not completely zero a pulse prior to the start of the next 
round. The simplification is necessary to obtain terms in equation 

(12) of the form illustrated by equation (17) that can be inverted 
by using the inversion theorem. The error introduced by this sim­
plification is negligible even for a large number of rounds when a 
fast time-rate of decay is associated with the heat flux pulse. The 
bore surface heat flux representation for nonterminated pulses is 
given by 

_ k ^L(a, t) = A0 £ e x P(- * - nrV 6{t " nT) (31) 

n = 0 

The transform of equation (31) is equation (11). The error intro­
duced for successive rounds (n = 2, 3, 4 . . . ; , . . ) is then equation 
(31) minus equation (1) and for the nth round is 

Ao [exp( -ncr) + expf - [n - l)cr) 
+ exp(-[n - 2]er) + . . . exp(-cr)] 

In the limit as the number of rounds increases (n -» <=) the series 
is summable and the maximum error, resulting from the simplifi­
cation is at most 

The term inside the brackets is <0.01 for CT>5 and for the 0.50 
caliber gun shown in Fig. 7, the term is of the order 10 ~25. 
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A Numerical Method for Um 

(induction Problems 
A singular integral method of numerical analysis for two-dimensional steady-state heat 
conduction problems with any combination of temperature, gradient, or convection 
boundary .conditions is presented. Excellent agreement with the exact solution is illus­
trated for an example problem. The method js used to determine the solution for a fin 
bank with convection. 

Introduction 

The determination of temperatures and gradients on, and with­
in, the boundary of two-dimensional members in steady-state 
heat conduction has been a problem of long standing interest. 
Most exact solutions have been for members of relatively simple 
geometric shape. The classical method usually used is to solve the 
governing differential equations by separation of variables and 
satisfy the boundary conditions. These classical methods give so­
lutions which are exact relationships or are at least exact in the 
limit of a summation of successive terms. The solutions obtained 
for a particular problem are valid only for that problem. Exact 
solutions for temperature expressed in series form are often slowly 
convergent and can result in poor _ gradient predictions. Holman 
[l],1 Chapman [2], Carslaw and Jaeger [3], and Carslaw [4] aire 
representative of the many sources giving general presentations of 
the classical method of solution by separation of variables. ! 

Many problems are not readily solved by exact means and ap­
proximate solutions must be determined. Two general classes of 
approximate solution techniques can be"categorized as those re­
quiring nodal or element descriptions on, and within, the bounda­
ry of the domain of interest and those requiring descriptions only 
on the boundary of the domain. ; 

Finite difference and finite element methods fall into the first 
class as they require writing and solution of simultaneous nodal 
equations at each point of interest on, and within, the boundary 
of the domain. References [1, 2, 5] are. representative of the many 
sources giving general discussions of various methods of treating 
finite difference approaches. Zienkiewicz [6] describes the finite 
element method and solutions. : - -

The second classification includes those methods generally de­
scribed as boundary collocation methods and includes many dif­
ferent techniques. "Point-matching" and singular integral tech­
niques are forms of the boundary collocation approach. 

The first known paper to appear in the literature using point-, 
matching was presented by Slater [7] in 1934 and dealt with elec-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, October 9,1973. Paper No. 74-HT-JJ. 

tronic energy bonds in metals. Barta [8] was the first to apply the 
method to a plate bending problem in 1937. Fend, et al. [9] em­
ployed the technique in the solution of a temperature distribution 
problem in 1950. In 1960 a paper by Conway [10] lead to wide­
spread use of the technique! Ojalvo arid Linzer [11] summarized 
the method and offered suggestions for improving the method. In 
this form of point-matching, a series solution, each term of which 
satisfies the governing differential equation, is truncated with N 
terms. Boundary conditions are specified at N locations around 
the boundary. A solution is determined by solving the N resulting 
simultaneous equatioris. The solution satisfies the boundary con­
ditions at each of the N specified boundary points but can fluctu­
ate widely at other points on the boundary. 

If M boundary conditions are specified and N terms retained in 
the truncated series, where M > N, then the resulting set of 
equations is overdetermined and the resulting solution will be a 
least-squares best-fit solution. In this variation of the point-
matching method, the resulting solution will not satisfy the 
boundary conditions exactly anywhere, but'will be a least-squares 
best-fit solution of all of the M boundary conditions. This proce­
dure limits the fluctuations at locations between the prescribed 
boundary points encountered in the method previously discussed. 
Representative references of this general type of approach are 
[12-15], each of which has its own variations. 

Point-matching approaches to problems involving domains that 
are relatively long and slender can result in ill-conditioned equa­
tions and/or matrices, where the largest elements are not on the 
principal diagonal which makes accurate solutions difficult or im­
possible. Solutions to problems involving abrupt changes in ge­
ometry and/or boundary conditions determined by point match­
ing usually blur over the change points, which are often the re­
gions of interest. 

Singular-integral boundary collocation approaches to approxi­
mate solutions of boundary value problems are of two general 
forms: those that use a surface density, approach as presented for 
example in [16 and 17] and those that use a potential function 
approach as presented for example in [18 and 19], The singular-
integral method for two-dimensional steady-state heat-conduction 
problems using the potential function approach is presented in 
[19]. While this form of the singular-integral approach is in gener-
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al excellent, certain restrictions on determining temperatures and 
gradients near the boundary and the possibility of ill-conditioned 
equations were found. 

Lo, ct al. 116] used one singular integral term in conjunction 
with the point-matching method to determine an improved solu­
tion to a problem of heat conduction in a plate with a combina­
tion of gradient and temperature boundary conditions. However, 
the singular integral term was used only to improve the point-
matching solution in the vicinity of a very abrupt change in 
boundary condition in their consideration of steady-state heat 
conduction. Reference [16] presents a complete development with 
applications of the singular integral method for torsion, mem­
brane, and plate bending problems and suggests that a similar 
method could be developed for steady-state two-dimensional heat 
conduction, and for plane elasticity. A complete development with 
application of the singular integral method to plane elasticity is 
presented in [17], 

The singular integral method for two-dimensional steady-state 
heat conduction problems using the surface density approach is 
presented herein. The method is applicable to two-dimensional 
steady-state heat conduction problems involving any geometrical 
shape and any combination of temperature, gradient, or convec-
tive boundary conditions. The method requires only that the do­
main boundary and the boundary conditions be specified in order 
to obtain solutions for temperatures and gradients at any point 
interior to or on the boundary of the region. 

This method requires the use of a computer with sufficient core 
storage. The coefficient matrices generated during the solution 
are dense, as is also typical of matrices in point matching meth­
ods, whereas the matrices from finite element methods are band­
ed. However, a relatively small number of equations is necessary 
to obtain an accurate solution, since the singular integral method 
is a boundary collocation method. If an accurate solution is deter­
mined using N equations obtained from satisfying the boundary 
conditions at N locations, then a similar solution using relaxa­
tion, finite difference or finite element methods in which the 
boundary and the interior nodes are as adequately described 
would result in approximately N2 equations. Further the singular 
integral method results in coefficient matrices in which the larg­
est elements are on the principal diagonal and hence the matrices 
are well-conditioned and accurate solutions of the simultaneous 
equations are obtained easily. 

Perhaps, the greatest advantages of the singular integral meth­
od are the ease of use and the versatility of application. The main 
body of the method need be programmed only once and thereafter 
only a subroutine describing the boundary contour and the 
boundary conditions need be changed for application to different 
problems. The authors' experiences with finite element methods 
has been that the preparation of input data and the selection of 
node locations is very time consuming and each change of geome­
try necessitates a completely new set of input data. The CPU 
time for finite element solutions of some problems may be some­
what less due to the banded nature of the matrices. If, however, 
total effort of man and machine is considered, the authors have 
found the singular integral method superior to the finite element 
method. In certain problems involving smooth boundaries and 
boundary conditions easily specified in analytical form, the point 
matching methods of [14, 15] may also require less CPU time 
than a singular integral solution. However, these approaches can 
also require significant prior analysis and integration for each 
specific problem. 

T h e o r e t i c a l A n a l y s i s 
The singular integral method presented herein is based On the 

use of steady-state sources and sinks of variable strength. For a 
line source in the Z or thickness direction acting in an infinite iso­
tropic, homogeneous solid, the solution of the Fourier heat con­
duction equation for steady-state conditions: 

T 

V ^ r = 0 (1) 

r-^-r In r + cons tan t 
27?/; 

(2) 

as shown in [3]. 
For use in formulating the singular integral method, equation 

(2) can be expressed as: 

ins. T = [ - r 0 In - + cons tant ] , r < c (3) 

where T is the temperature at a point i due to a source at location 
j , r is the distance between the two points, and c is an arbitrary 
constant greater than r. This form of the singularity function 
shows that T decreases as the distance from the source increases 
and that the temperature at point i is always positive when tem­
peratures are based on an absolute scale. It can be shown that 
To, which is termed a fictitious temperature, is related to q, the 
rate of heat flow from the source, as: 

T„ = 
g( l + In c) 

2wk 
(4) 

and is proportional to the magnitude of the strength of the source. 
The effect at a point due to a line segment in the X-Y direc­

tions with a step density function (a constant fictitious tempera­
ture) along its length is determined. The effect of a line segment 
may be treated as the summation of the effects of all the sources 
along it or as the integral of increments dt, each with a concen­
trated density function at its center. The temperature at point i, 
Tij, due to a line segment j of length Sj is: 

1 + In c 
2SL •f*"» 

-S,/2 

-dt T w In ], r< (5) 

where Taj is the step density function of the jth segment. Equa­
tion (5) also satisfies the requirement that Ttj = To/ for the limit­
ing case of Rj = 0, i.e., a point "looking at" itself. 

To determine the effect at point i of an entire boundary, it is 
then necessary to divide the boundary into segments, each with a 
step density function. The effect at i is then seen to be the sum­
mation of effects of each of the segments. 

r, = S r u (6) 

where N is the number of segments on the boundary. 
The boundary condition at the center of segment i on the 

boundary is then set equal to T,, i.e., equal to the sum of the ef­
fects of all the boundary segments, each with a step density func­
tion, Toy. This is done for all N segments around the boundary to 
generate N equations with N unknowns, where the values of T0J 

are the unknowns. The values of the T0J are determined by ma :, 
trix solution of the simultaneous equations. 

A similar procedure is followed if gradient boundary conditions 
are specified. When solving problems with mixed boundary condi­
tions, some of the N equations will be set up using temperature 
boundary conditions and some gradient boundary conditions, but 
all are expressed in terms of the same fictitious To; and will solve 
for a specific Toj for each segment. 

Fig. 1 depicts the coordinate system used to determine the ef­
fect at a point due to a line segment with step density function. 
From Fig. 1: r _„ _,_..„,„ 

COs(ff; - ilj). 

Using equation (7), equation (5) is integrated by parts to ob­
tain the effect at point i due to line segment / in general form for 
Rj T* 0 and C i W 0: 

r = [(t -RjSN? + RjlCNzf 

where SN = sin(0, - </-/) and CN 

T-. = iOi_ 
1 + In c {(" 

0.5S; + RjSN 
25,-

) In [ ( ^ + RjSN)2 

+ R)
iCNi\ + 

R,CN, 

{2^s1 

S,-

2S, 

0.5S,-

1—) In [(-£ 

R,CN 
1—) + tan 

RjSN) + R?CN2\ 

J.0.5S,- + R/SN.-i 

is of the form: 

RfiN 

il 
2 

• 1 - l n c - l n ^ } (8) 
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For Rj = 0, equation (8) reduces to 

For CN = 0 and Rj ^ 0, equation (8) becomes 

T0, r.O.SSj + RjSN., ,S, „ 0
 2 

l i — K - ^ J — ) In {-f + RSSN) 1 + In c 

,0 .5S , -RSN. , , 
+ ( 2 s T ^ l n ( 2 

2S, 

.RJSJV) - 1 - h i c - l n 
S ( 1 

0) 

(10) LINE SEGMENT j 

Since the ratio TIJ/TOJ must always be positive, it can be 
shown from equation (5) that an additional constraint on the 
value of c is: / 2\ 

l-ftj Lax 
(S/ 

The gradient in any direction n is: 

— = Cosfo) — + sin(„) — 

(11) 

(12) 'Vz-
where i; is the angle between the X axis and the direction of the 
desired gradient as shown in Fig. 1. 

The partial derivatives of temperature with respect to the X s eSm e r | ts 
and y directions obtained from equation (5) for the general case 
o f f y ^ O a n d C i V ^ O a r e : 

Fig. 1 Definition of coordinate system for determining the effect of line 

Y 

dX , SJ{1 + In'c)1 ,{cos ^ [ t a n ' H ' ' J J 

R,CN 

, - J . 0 .5S , + R,SNU s ini /) , r i .„ ," -S, 
R,CN 

S,2 

and 

• Tn, 3T-u ... _ 

ay s}(i + in c) 

l n ( H / - J R i S y S i V + - ^ ) ] } (13) 

r . ., r , - l y 0 . 5 S , -RSN. 
{sin i/i/tan :( ^ ^ ) 

tan-(^%±^)] - ^Xfln (*/ + ' ^ + <£). 
R,CN 

\n(Rj
2-RJS}SN + ^)}} (14) 

VOT.RJ = 0, equations (13) and (14) reduce to 

ax o 
and 

ay = o 

For CN = 0 and Rj ^ 0, equations (13) and (14) become 

r n , s i n 0 , „ ^ , - S i V - 0 . 5 S , . 
3A' 

vln 

and 
Sj(l + Inc) ' H,-SiV + 0.5S, 

8TU__ r0 f cos -4,, R,SN-0.5St , ln 

(15) 

(16) 

(17) 

(18) 
a y ~. S;(l + Inc) " RjSN + O.SSj 

for J?/> Sj/2. 
The condition of Rj = Sj/2; a segment looking at its end points, 

produces values which are undefined. Therefore, singularities 
occur at the end points of the segments and these points cannot 
be considered. All other points are well behaved. Since, when 
dealing with a boundary segment, only the midpoint of the seg­
ment is considered, cases of Rj < Sj/2 reduce to the special case 
olRj = 0. 

Equations (8) to (10) and (13) to (18) are the relationships used 
to determine the values.of the fictitious step density functions 
and, from them, the values of temperature or gradient at any 
point within the boundary or at the midpoints of the boundary 
segments. 

When solving for gradients on the boundary or when consid­
ering members with any gradient boundary conditions, numerical 
difficulties occur due to the contributions from equations (15) and 
(16). This difficulty is eliminated by circumscribing a closed 
boundary around the boundary of the member in question. The 
fictitious solutions are placed on the circumscribed boundary 

Fig. 2 Representation of example problem 

which means that the member boundary is treated as being inter­
nal to the larger boundary and numerical problems incurred when 
using the condition Rj = 0 for gradient solutions are eliminated. 
In effect, equations (15) and (16) are never used when using a cir­
cumscribed boundary. 

Application of Method 
The accuracy of the method presented herein is illustrated by 

comparison of the results of this method to an exact solution. The 
problem selected as an example is a square flat, plate in steady-
state heat conduction. Fig. 2 gives a representation of the prob­
lem, which is doubly symmetric with respect to both geometry 
and boundary conditions. The exact temperature solution to this 
problem is given in [1, 2], Gradients in the X and y directions 
were obtained by differentiation of the exact solution. 

A computer program was written for the exact solution and its 
derivatives to give the temperature and gradients in the A' and Y 
directions a 54 points on the boundary of the first quadrant and 
100 internal points in the same quadrant of the plate. Using the 
numerical method, the temperature and gradient in the A' and Y 
directions at the same 54 boundary points and 100 internal points 
were computed. The results at these points were compared. 

Table 1 presents the results of three numerical solutions using 
different boundary conditions. Results are shown for the eleven 
points indicated in Fig. 2. Point 1 is a critical point since it is 
closest to the corner where an accurate solution is difficult to ob-
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Lain by any method. The comparison of these eleven points is 
representative of the comparison at all 154 points and no worse 
agreement was found among any other points than among the 
eleven presented. 

Using temperature boundary conditions and fictitious step den­
sity functions on the plate boundary, accurate results were ob­
tained for temperatures and gradients at the internal points and 
for temperatures on the boundary. Results for gradients on the 
boundary, however, were incorrect, as shown in col. 6 of Table 1. 
Incorrect results for all quantities were also obtained when gradi­
ent boundary conditions were specified in whole or in part when 
the step density functions were applied on the actual plate 
boundary as discussed previously. A circumscribed boundary 
around the plate was defined and the fictitious step density func­
tions placed on that boundary. Segments were placed on the en­
closing boundary in the same manner as on the plate boundary as 
shown in Pig. 3. Table 1 reflects the accuracy obtained using the 
circumscribed boundary. The results are for the case of mixed 
boundary conditions, and show accuracy to at least three decimal 
places for all quantities both on the boundary and internally. 

For problems having only gradient boundary conditions, tem­
peratures can only be determined within a constant. Table 1 il­
lustrates the accuracy of the solution of this problem with gradi­
ent boundary conditions. The correct constant was obtained by 
comparing the temperature solutions to the exact solutions. After 
the constant, was determined, the temperature solutions were ad­
justed accordingly to enable a better comparison of accuracy to 

Table 1 Results of numer ica l me thod for various 
boundary conditions compared with exact solution 

TEMP 

CRAD X 

1 

CRAB V 

310 

Point 

1 
2 
3 

4 
5 
6 

7 
8 
9 

10 
11 

1 
2 
3 

4 
5 
6 

7 
8 
9 

10 
11 

2 

Poin 

1 
2 
3 

4 
5 
6. 

7 
- 8 

9 

10 
11 

/ 

X 

1.800 
0.000 
1.000 

0.000 
1.800 
2.000 

2.000 
2.000 
1.944 

1.642 
0.097 

1.800 
0.000 
1.000 

0.000 
1.800 
2.000 

2.000 
2.000 
1.944 

1.642 
0.097 

j 

X 

1.S0Q 
0.000 
1.000 

0.000 
1.800 
2.000 

2.000 
2.000 
1.944 

1.642 
0.097 

V 

1.800 
1.800 
1.000 

0.000 
0.000 
0.176 

1.352 
1.863 
2.000 

2.000 
2.000 

1.800 
1.800 
1.000 

0.000 
0.000 
0.176 . 

1.352 
1.883 
2.000 

2.000 
2.000 

Exact 
Solut ion 

.135740 

.867703 

.373286 

.398537 

.062346 

.000000 

.000000 

.000000 

.043970 

.277484 

.997099 

-.673102 
.000000 

-.293178 

.000000 
-.309157 
-.316005 

-.506693 
-.722431 
-.784638 

-.754555 
-.059775 

Temp. B.C. 

.13571 

.96765 

.37326 

.39850 

.06227 
-.00002 

-.00003 
-.00003 

.04394 

.27746 

.99707 

-.67315 
.00000 

-.29317 

.00000 
-.30943 
-.11365 

-.18064 
- .14511 

— 
... 

Table 1 (Cont'd) 
4 

Y 

I . BOO 
1.80O 
1.000 

0.000 
0.000 
0.176 

1.3S2 
I.SS3 
2.000 

2.000 
2.000 

AUGUST 

5 

Solut ion 

.094699 

.605356 
,192264 

.000000 

.000000 

.000000 

.000000 

.000000 
.031673 

.199880 

.718241 

1974 

6 

Temp. B.C. 

.09465 

.60524 
,19226 

.00000 

.00000 

.53485 

.19460 

.04648. 

Numerical Method 

Circumscribed Solut ion 

Mixed B.C. Grad. B.C. 

.13595 

.86796 

.37347 

.39878 

.06250 

.00022 

.00021 

.00026 
.04418 

.27766 

.99738 

-.67307 
.00000 

-.29318 

.00000 
-,30917 
-.31600 

-.50669 
-.72243 

— 
... 
""" 

7 

Numerical Method 

CiTcumscTibed 

.136 

.868 

.373 

.398 

.062 

.000 

.000 

.000 

.044 

.277 

.997 

.67311 
;00000 
.29318 

.00000 

.30914 

.31600 

.50669 

.72243 

— 

8 

Solut ion 

1 
Mixed B.C. Grad. B.C. 

.09469 

.60529 

.19226 

.00000 

.00000 

.03162 

.19991 
.71800 

.09470 

.60536 

.19226 

.00000 

.00000 

' 
.03167 

.19988 

.71824 

BOUNDARY OF PLATE 

CIRCUMSCRIBED BOUNDARY 

Fig. 3 Circumscribed boundary and placement of segments 

be made. Table 1, col. 8, clearly shows that accuracy to three 
places was obtained for the temperature solutions both internally 
and on the boundary,, and the gradient solutions exhibited five 
place accuracy both internally and on the boundary. 

The number and distribution of boundary segments for which 
boundary conditions are specified will affect the accuracy of the 
solutions. The effect of various distributions and number of seg­
ments was investigated for the example problem. In general, best 
overall results were obtained using a uniform distribution of seg­
ments. Even in the vicinity of the corner, which is subject to cor­
ner effects [17], the uniform distribution gave results for all quan­
tities accurate to three places. When comparing results for the 
various distributions, it was necessary to go to the fourth or fifth 
place to discern any differences. Since it made so little difference 
in accuracy, it is concluded that a uniform distribution is suffi­
cient and is most convenient to describe. 

More accurate results were obtained as the number of bounda­
ry segments increased, as was expected. However, three place ac­
curacy for all quantities was obtained at all points using only 30 
boundary segments. To discern better accuracy with greater 
numbers of boundary segments, it was necessary to compare in 
the fourth and fifth places. It was found that once convergence 
was attained, a further increase in number of boundary segments 
gave little or no improvement in the accuracy of results. 

For the IBM 360-50 system used, run time in seconds was ap­
proximately equal to twenty-four times the number of boundary 
segments in the first quadrant raised to the 0.85 power. Since it is 
necessary to compare the fourth and fifth places to discern differ­
ences in accuracy obtained with 30, 60, and 75 segments, it would 
be more economical and sufficiently accurate to use the 30 
boundary segment solution for this particular problem. 

Convection Boundary Conditions 
Although heat transfer by convection is actually accomplished 

by conduction to a fluid layer at the wall, the effects of the flow 
field must be considered. The overall effect of convection is ex­
pressed by Newton's law of cooling [1]: 

'<7 = 7 i A ( T „ , - r J (19) 

or by an energy balance of conduction to convection 

-fc 
an 

= h(Tu. - T.) (20) 

where Tw is the interface temperature and T«, is the ambient 
temperature. 

The validity of using the numerical method of this work in ob­
taining solutions for temperatures and. gradients by means of 
summation of the products of the calculated values of Toj and a 
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Fig. 4 Steady-state solution for a fin bank with convection 

coefficient determined from the temperature or gradient relation­
ships developed herein has been shown. This same numerical 
method may be applied to conduction-convection systems by vir­
tue of equation ( 2 0 ) . . . , . 

At a point, the gradient term of equation (20) in the foregoing 
may be expressed as the sum of the products of the step density 
functions To; and coefficients (coef G) determined from the gradi­
ent relationships, equations (13) to (18). At the same point, the 
temperature term may be expressed as the sum of the products of 
To; and coefficients (coef T) determined from the temperature re­
lationships, equations (8) to (10). Using this.approach, equation 
(20) can be expressed as: 

£|>(coef. T) + fc(ooef. G)]Toj = hZ. (21) 
j 

For, convection boundary conditions, the proper values of the 
T0j are determined in the same manner as presented previously 
by using the product hT„ as the boundary condition and the sum 
[/i(coef T) + fe(coef G)] as the relationship of the effect of a line 
segment upon a point with a convection boundary condition. 
After the To; are determined, the values of temperature and gra­
dient at any point may be found in the same manner as described 
previously. 

The following solution is presented as an example of the versa­
tility, accuracy and applicability of the method. The problem se­
lected is a bank of fins, which is assumed to be very long in the Z 
direction and has dimensions in the X-Y directions as shown in 
Fig. 4. The temperature at the base of the wall was assumed as 
an isotherm of 200 deg F. The surrounding medium was assumed 
to be air at 70 deg F with a convective coefficient h of 10 Btu/hr -
ft2-F. The fin material conduction coefficient k was taken as 46 
Btu/h-ft-F. 

This fin problem was analyzed by considering one complete fin 
as the region of interest. The fin then is singly symmetric about 
theX axis. 

This is a problem with mixed boundary conditions which were 
expressed as follows for one half of the fin: a constant tempera­
ture of 200 deg F along G-H, zero gradient in the y direction along 
F-G, and convection along the remainder of the boundary (C-D-
E-F) which is exposed to air. 

The solution shown in Fig. 4 was determined using 75 boundary 
segments to describe one half of the fin. The segments were dis­
tributed as follows: 6 segments uniformly spaced along C-D, 24 
segments uniformly spaced along D-E, 15 segments uniformly 
spaced along the fillet E-F, 15 segments uniformly spaced along 
F-G, and 15 segments uniformly spaced along G-H. 

Since some of the boundary conditions are gradient conditions, 
a circumscribed boundary was used, as discussed previously. The 
circumscribed boundary was separated from the fin boundary by 
0.2 in. and the distribution of segments was the same as on the 
fin boundary. 

Temperatures and gradients in the X and Y directions were 
computed at the midpoints of each of the 75 boundary segments 
around one half of the fin boundary and at 207 points inside the 
fin between section lines A-A and B-B. 

The energy entering one fin at the 200 deg F wall as determined 
from gradient data along G-H was 44.58 Btu/hr per ft of dimen­
sion in the Z direction. The energy leaving the fin by convection 
was found from temperature data along the fin boundary (C-D-
E-F) and was within one percent of the energy entering the fin. 
Gradients in the Y direction calculated at various points along 
F-G were all less than 0.0002 and along B-B were less than 0.002. 
The calculated temperature at the midpoints of the boundary 
segments along G-H ranged from 199.997 to 200.004 deg F. These 
checks on the conservation of energy, the satisfaction of tempera­
ture and gradient boundary conditions, and the gradient condi­
tions at the line of symmetry B-B all demonstrate that a highly 
accurate solution has been obtained. 

By interpolation of gradient data at 207 interior points and 75 
boundary points, thermal flux lines were determined as shown in 
Fig. 4. The energy conducted through each of the 15 flux tubes is 
2.972 Btu/hr per ft of dimension in the Z direction. By interpola­
tion of temperature data at the 207 interior points and 75 bound­
ary points, isotherms were determined as shown in Fig. 4. The 
isotherms and flux lines intersect at right angles and the iso­
therms intersect lines F-G and B-B at right angles. 

The same fin problem was solved using a convective coefficient 
of zero, and the solution showed a uniform temperature distribu­
tion with all temperatures between 199.999 and 200.000 deg F and 
all gradients less than 0.002. 

Conclusions 
The method presented herein gives solutions for both tempera­

ture and gradient at interior and boundary points for two-dimen­
sional, steady-state heat conduction problems having tempera­
ture, gradient, convection or mixed boundary conditions and any 
shape of closed boundary. A completely new analysis is not neces­
sary for each different problem. Only the geometry and boundary 
conditions of each new problem must be described. The problem 
need not be doubly nor even singly symmetric, although econo­
mies of core storage and computing time can be effected in prob­
lems with symmetry. 
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If only temperature boundary conditions are specified and if 

gradient solutions on the boundary are not desired, it is sufficient 

to describe only the boundary of the member in question. If, how­

ever, the boundary conditions consist of gradients in whole or in 

part, or if gradient solutions on the boundary are desired, a cir­

cumscribed boundary around the actual boundary of the member 

must be used. 

The checks and comparisons presented demonstrate that this 

numerical method gives highly accurate values of temperature 

and gradients at points both interior to and on the boundary of 

the member. Consistently accurate results can be obtained with 

uniformly distributed boundary segments. After increasing the 

number of boundary segments to the minimum necessary to ob­

tain satisfactory convergence, little or no improvement occurs 

with a further increase in the number of segments. 
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Steady Conduction of Heat in linear 
and Nonlinear Fully Anisotropic Media 
by Finite Elements 
Usintf a constrained variational procedure, a finite element approximation is developed 
which ean treat steady heat conduction in anisotropic media whose thermal material 
properties may be spatially, as iced as. temperature dependent. Based on the element 
approximation, the numerical results of several linear and nonlinear steady conduction 
problems are presented. These reveal the important effects of thermal material anisotro-
py. 

Introduction 

Compared with the problem of conduction of heat in isotropic 
media, lew investigations are available which deal with the more 
general fully anisotropic problem. In light of the increased struc­
tural usage of inherently anisotropic composite media, further in­
vestigation is needed in this area. With the exception of brief dis­
cussions given in Carslaw and -Jaeger [l]1 and Ozisik [2], the few 
recent investigations that are available in the fully anisotropic 
category have been reported by Padovan |.'i-7) and Chang, et al. 
[8, 9]. These studies have centered on (il developing solution 
capabilities and (ii! obtaining a clearer understanding of the pos­
sible effects of thermally anisotropic material properties on con­
duction heat transfer. Besides the quasi-analytical development 
of Padovan (6j, several other finite element procedures have been 
successfully developed 110-14]. These have generally been imple­
mented for isotropic problems with constant conductivities. Fur­
thermore, with the exception of the related developments of Volk-
er |15|. Ahmed and Suneda [Ibj, and Winslow [17] on nonlinear 
flows in porous media and magnetic fields, there are no investiga­
tions which have dealt strictly with nonlinear anisotropic heat 
conduction problems to any degree of generality. 

In this context, the present paper will develop a steady.state 
finite element procedure which can treat the problem of conduc­
tion of heat in anisotropic media whose fully populated conduc­
tivity tensor may be spatially, as well as. temperature dependent. 
The governing 3-D element equations are developed from the con­
strained variational [18, 19] point of view. To add to the versatili­
ty of the results derived herein, the elements are developed for 
bodies described in cartesian as well as cylindrical2 coordinates. 
Since the resulting element equations are nonlinear for tempera-

1 Numbers in brackets designate References a! end et paper. 
- Used fur axisynimetrie bodies j6j. 
Contributed by the Heat Transfer Division for publication in the .lOPR-

NAI. OF HKAT TRANSFER. Manuscript received by the Heat Transfer 
Division, December 17, 1973. Paper No. 74-HTTL. 

ture dependent conductivities, Newton's procedure is used for 
their solution. 

In the sections to follow, brief discussions are given on: 
(il The governing differential and constrained functional for­

mulations of the conduction equations; 
(ii) Presentation of finite element developed numerical results 

juxtaposed with available "'exact solutions'' for several linear and 
nonlinear anisotropic conductivity problems; 

(iiil Presentation of several effects of thermal material anisot-
ropy. 

2 Differential and Funct ional Representat ion of 
Conduction Equat ions 

In cartesian coordinates ( i j , x2. x3). for a fully anisotropic me­
dium, the thermal constitutive relation is given by3 

<l i = '< a'!] j', i..) = 1 . 2 , 3 (1) 

such that the conductivity tensor is positive definite [1, 20] and 
due to Onsager's reciprocity relation, K,, = y„ [21], For the pres­
ent development, since composite material constructions are also 
being considered, /,,, are spacially. as well as, temperature depen­
dent, that is, 

KU ^ KU(\1, .v3,.v3, 7') (2) 

In terms of equations (1) and (2). the governing 3-D conduction 
equation takes the form 

U-jjt.v,. A,, .\-:j, T)T ,). j - Q -- 0 in R (3) 

The boundary condition associated with equation (3) is given by 

//,/-;,,(V). A-,. .v:i, T)r} •= c/T - q = 0 on bR (4) 

where with the appropriate choice of a and Q, either Dirichlet, 
Neumann or Cauchy type boundary conditions can be developed 

3 (.'artesian tenser notation is used throughout. The index variables ; and 
./ range over i../ = 1. -. 3. 
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from equation (4), 
Considering that the differential equations denoted by equa­

tions (3) and (4) represent minimizing Euler conditions, with the 
aid of the calculus of variations, it can be immediately verified 
that an equivalent formulation is the requirement that a certain 
functional representation be minimized. For the present paper, 
since K,J(XI, X2, X3, T) is temperature dependent, a constrained 
variational procedure [18, 19] must be used to develop the proper 
functional representation. In cartesian coordinates, this formula­
tion takes the form 
/ ((1 /2k,.,.(.v,, ,v3, .v3, f)T ( r ; - QT)dV 

••- I U/T - ( l / 2 ) a f ) r f , s 
' 3 A' 

KT: (5) 

where H'Tl is subject to the auxiliary condition [18] 

f = r (6) 
such that T is the constrained variable. 

Since axlsymmetrie geometries are also being considered, in cy­
lindrical coordinates (r, I), x), equation (5) reduces to [5, 6] 

f2'{ j ((U2)(rKrr(y,ih z,T)(Tr)
2 

II A 

+ (l/rkjr. 9. z. T)(T,e? + rxjr, 0, z, f) 

x (T,Jl + 2KrS(r, t>, z, f)TrTe + 2Kgz(r, 0, z, f)TeTz 

-t- 2)-Kre(r. n,z, f)TrT,) - rQT}drdz 

For the cartesian formulation, taking the first variation of 
equation (5) subject to the constraint, equation (6), yields the fol­
lowing necessary minimizing criterion 

/ (Ku(xi.\2,x,,T)T,fiT,j -Q5WV 
it 

+ J U/&T - aTbT)(ts - 0 (8) 
' as 

Specializing equation (8) to the cth element yields 

/ (/l'„,-J(-vi,.v,,.v:i, z;,)'/;,,.o'/;,, Q^T„)<IY 
R , 

+ / (<i,,5T„ + «,,7;6 7;,V/.s = ,0 (9) 

Following the traditional finite element development [6, 12], for 
the eth element, 'f is taken as 

re = |.Y„IIU (io) 
where the shape function [Ne\ and the nodal temperatures |r(.| 
have the form [12] 

|AVl= |A'rt,A-,,„-V„m,.V,„, 

{U r={r, f t .r„ 

(11) 

(12) 

j U/T + (l/2)aT2)dc)(l6 = I(T) (7) 

where here again, I(T) is subject to the auxiliary condition denot­
ed by equation (6), 

3 Fini te Element Deve lopment 
To develop the governing finite element approximation for the 

stated problem, the constrained functional representation depict­
ed by equations (5) and (7) subject to (6) will be used to develop 
the requisite finite element equations for both the cartesian and 
axisymmetric problems. 

such that Nefi refer's to the kth node of the cth element. In terms 
of equation (10), 57), and 7).., take the form 

5T„ = f.Vjfi{7„) (13) 

Te.i=\X„.i}k..\ (14) 

such that 

8 { T ( , } T = | 8 T „ , OT„„ 6 T „ , 5 T „ , , . . .) (15) 

| A ' „ , , ] = liV,,,, ,, A',,,, ,. A',„„ f, A'„„. ( . . . . | (16) 

Using equations (13) to (16), equation (91 reduces to 

i (/v,J(-V1,.v2.A-;j.fA-„HT<,})[A-„.i|{v}|A'.„,] 

. N o m e n c l a t u r e . 

.4 = I! facial area of axisym­
metric body 

|F| = inhomogeneity of equa­
tion (26) 

|ivl = eth element counterpart 
of |Fj, equation (19) 

i = cartesian tensor index 
variable, ranges over 
1, 2, 3 

l(t) = functional representation 
of conduction equation 

j — same as i 
[•J\ = Jacobian operator 

k = node number 
[K] = coefficient matrix of equa­

tion (26), independent 
of b.c. 

\K*] = coefficient matrix of equa­
tion (26), function of 
b.c. 

\K,,}, [Kr*\ = eth element counterparts 
of [K], [K*\. see equa­
tion (19) 

Lm.n = node numbers 
n, = components of normal to 

UR 
\Ne] = cth element shape func­

tion 

Nek. Nei, . . . = elements of [A',,] 
q = surface flux input 

q, = surface flux input of eth 
element, defined on dR 
only 

q, = components of heat flux 
vector 

Q = global heat generation 
Qe = eth element heat genera­

tion 
r = radial coordinates (cylin­

drical) 
R = region occupied by entire 

structure 
Re = region occupied by cth 

element 
T = temperature 

Te = cth element temperature 
T = constrained temperature 
V = volume 

Xi,x2,J'3 = cartesian coordinates 
z = axial coordinate (cylin­

drical) 
ex = boundary constant, de­

fined on <irv 
ixP = boundary constant of eth 

element, defined on iiR 
only 

AT = change in temperature 
oT, (57)., = variations of T, T,., and 

6M |r,l 
I) = circumferential coordi­

nate (cylindrical) 
K = conductivity tensor 

KIJ = component of conduc­
tivity tensor 

Ke,j = component of conduc­
tivity tensor of eth ele­
ment 

-, Kim, = component of conduc­
tivity tensor in cylin­
drical coordinates 

M = global column matrix de­
noting nodal tempera­
tures 

)T,,\ = eth element column ma­
trix denoting nodal 
temperatures 

TV*, T.'( = temperatures of fcth and 
/th nodes 

iiR, iiR,, = surface areas of R and /?,. 
( )•, = partial differentiation 

[ J"1 = matrix inversion 
I i = column vector 
[ ] = matrix 

[ ] r = transposed matrix 
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+ « , . | A ' „ H ^ H - V „ | 6 I T „ } V ^ ---• 0 (17) 

Since I)T,.P; p = k, I, m, n, . . . are arbitrary variations, equations 
(17)reduces to 

I (K^MU .V„ .v:i, lAVlMlY,, , , ,\X„, , .HT , | • Q„X„p)dV 
• R , 

t- I U/„X„y +- a„XjXj{Tr}),ls =, 0 (18) 

where p = /<, /. m, n, . . . 
In matrix form, equation (18) may be rewritten as follows 

lfA',HU)l + fA-„*lHT„} = •(/•;} d9 ) 
where the var ious e l emen t s of the mat r ices [A, , ( )T ( , J ) J , [K,,*\ and 

IF,,} have the form 

A ' „w(U, i ) = / / v i i ( . V i , . v 2 , . v : , , | A „ H T , , } ) A „ , . / A „ , , j r f l ' 

A',,,,,,* = f «(,,Y„fe.Y(,,,7.s 

Frk = I (l.X^dV- I </,X„kds 
R,, 3 R 

(20) 

(21) 

(22) 

If the same procedure had been applied to equation (7) subject 
to equation (6). then the various elements of the matrices 
[A',.(!r,,|)], [K,,*\ and If,.I would reduce to 

A„„,(K}) = i (n< „„(r, fl,z.\X„\{rl,\}ypl!,rX„I,r 

-•- (l/r)K„eg(r.tKz,\X„h,X)Xr,k,gXPUe 

+ r KeJyJKc,{X„\{7„\)X\,k,,X„A,, 

+ Kcre(r,f)^,fA'l,HT,.})A',e.rA'o.« 

+ ,<«,>•. (A^,(A^|{T„|-)A'„fe,eA'„,,r 

+ « JJ)- , t ) .3 , IXl{T, , l )A' l ,MA>,„ 

+ /fe(,z(r,tf,^.fA'(,|{T(,})A(,4,zA'(,!,s 

+ r ^ . . ^ ( r .O^ . fA ' J - iT ;} )^ , , , ^^ , , , 

->- r «„„(;-,6,z.,\Xe\{7p})Xek,!.ScUr)(U-dz(ie (23) 

A'et* = / «(,A'„,A'(,,r/.s (24) 

Fek = j QeX„Rrdrd()dc -j qcX„kds (25) 

such that the basic matrix form of equation (19) remains un­
changed. 

U) 

II " 

U) 

~-Kz2 

K ^ . 1 5 2 6 

For the overall struelure, the assembly of the local element 
equations, (19), yields I he following global set 

(26) j[A(M)l = | A * J H T } = { A 

where [A'(|r|)|, [A*], | r | and |A| represent the global counterparts 
of the local set. 

Considering structures for which ru (xh x2, x3, T) is only weak­
ly dependent on 7', for conduction problems for which AT is 
small, the cartesian and cylindrical forms of equations (19), (20), 
(23), and (26) reduce to 

|A'„(K})I - (A"J (27) 

A V * , - , / A„ , , (v , . . v 2 , . v : { ) .V„ s , y A'„ ; . ^ / r (28) 

A%*i - I' (rK,,rr(r,H,z)X„ttrXl,l,r 

-!- (l/r)K„l}l,(r,(i.<:)Xrk,eXl,,,„ i i-K„J,rJ>^)X,.k.^,.i,? 

> K,.rO{r.0.c)Xl,k,rX,,i,9 •- K,,re(,rji.z)X,,b,9Xl,,_r 

t K„g,(r,l),z)Xl!bigX„h!; t- K „ 6 z ( r , « ^ ) A T „ t , , A ' , . , , e 

->- rKrrl(rJ).-<)X,^.rX„Ul: ' i-K„JvjKz)X,,ktZX„,JdrdzdP 

(29) 

| A ( M ) | - | A | (30) 

Due to the essentially quadratic nature of the constrained func­
tional representation depicted by equations (n) and (6), equiva­
lent results, equations (26) to (30), would have been obtained 
through the use of Galerkin's procedure |12|. 

4 Nonlinear Algorithm 
Considering constructions for which K,, (X\, XI, X3, T) is temper­

ature dependent, the global malrix equation given by equation 
(26) is nonlinear since [A,.(|j-|)J and thus | A ( | T | ) ] are dependent 
on the nodal temperatures. For the present paper these equations 
are solved using the general and modified forms of Newton's 
method |12). The algorithms used take the following forms: 

(i) general algorithm; 

[./(K-iDr'Mk-.M (3D 1 >rt = 1 < r - l f 

(ii) modified algorithm; 

V r ( K - i l IMr^riadr^)} (32) 

r - 1 

Fig. 1 Slab geometry 

where \G(\rr .jj)) and the Jacobian operators [t/(|r> _il)] and 
WiTs!)] are given by 

[•/(R-tDl = \-I(\\K(\T,J)\ '- [A'* IIK-iDI (33) 

|(;({Tr_1})U-|!A-({r,._ ll)| > \K*\]\ra}- \F\ (34) 

and 

| , / ( ^ T , } ) ] - ! - / ( f | A - ( J 7 , } ) | - [ A - * | ) { T . V } ) I (35) 

respect ively. 

5 D i s c u s s i o n 
To verify the numerical capabilities of the finite element ap­

proximations derived herein, several computer programs have 
been written. In developing these programs, the solution to the 
linearized version of equation (26) is obtained using the usual 
Gaussian elimination procedure. For the nonlinear version of 
equation (26), the general and modified Newton's algorithms 
given by equations (31) and (32) are used. For the sake of sim­
plicity, triangular and brick elements are used for (he numerical 
examples given herein. 

The examples that are presented are intended to demonstrate 
the procedure juxtaposed with exact solutions (3, 6, 7) and to 
present several of the more important effects inherent to material 
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""V 

Fig. 2 Effects of f l 1 3 on the T(xu 0. L2/2) f ield of an x2 monocl in ic four 
layered alternately plied slab 

n/4 ^-04 

Fig. 3 Effects of ft,3 on the T(x,, 0, L2/4) field of an x2 monocl in ic four 
layered alternately plied slab 

MATERIAL PROPERTIES 
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Fig. 4 Geometry of layered cyl inder 

anisotropy. For a generally anisotropic medium, since the princi­
pal coordinates usually do not line up with those used to describe 
the governing thermal equations, for the present paper, the usual 
second order tensor transformation law will be used to obtain the 
required conductivities. 

5a Laminated Slab. Fig. 1 illustrates the geometry of a four 
layered slab with alternating plies composed of linear thermally 
anisotropic material whose principal orientation is described by 

n/2 

the angle H. Considering that the slabs boundary conditions are 
given by 

at ,\j -.-- A H , T =-- T cos («.v,//.,) cos («A:;//.:i) 

a t V, = .V,r-. T r, 0 ; 7 . , r , /_., r: 1 ( 3 6 ) 

Figs. 2 and o present the temperature profile obtained using the 
element procedure developed herein. These results compare fa­
vorably with the exact solution recently obtained by Padovan |7|. 
As can be seen from Figs. 2 and '•). significant topological redistri­
butions may occur in the temperature field as the principal orien­
tations of the various plies are altered. 

5b Laminated Cylinder. Fig. 4 illustrates the geometry of a 
four layered cylinder with alternating plies composed of linear 
thermally anisotropic material whose principal orientation is de­
scribed by the angle ri. The thermal boundary conditions are 
given by 

•at r -- / t ) , T = T cos 0 

at ;- ..= rtr„ 7 = 0 (37) 

Fig. n juxtaposes the loci of maximum temperature obtained 
using the element procedure derived herein and the known exact 
results |7]. The same loci were also obtained using a recently de­
veloped semi-analytical finite element procedure |6). Here again, 
excellent agreement is found. As with the slab configuration, the 
effects of material anisotropy, cMO, TT/2), is typified by significant 
topological redistributions in the temperature field. Similar redis­
tributions also occur in the flux field. 

5e Cylinder With Eccentric Hole. To illustrate the capabili­
ties of the element procedure with regard to nonlinear conductivi­
ty problems, the following comparison with a known exact solu­
tion is made. Fig. 6 shows the geometry of a long cylinder with an 
eccentric hole and whose inner and outer surfaces are maintained 
at 100 deg and 0 deg, respectively. The conductivity tensor of the 
cylinder is considered isotropic and proportional to (1 + e7"). Fig. 
7 illustrates various aspects of the temperature field along with a 
comparison of the exact and the numerically generated solutions 
for several values oft . As might be expected, to achieve the cor­
rect local temperature profiles, as ( increased, the numerical solu­
tion required an increasing number of iterations in order for the 
Newton's algorithm to converge to within the preselected accura­
cy. Importantly, although the number of required iterations in­
creases, adequate convergence is obtained even for the exaggerat­
ed nonlinearity described in Fig. 7. 

5d Anisotropic Cylinder. As a further illustration of the 
nonlinear capabilities of the element procedure, the following 
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Fig. 6 Geometry of cylinder with eccentric hole 

problem is considered. Fig. 8 i l lus t ra tes the geometry of an aniso­

tropic cyl inder whose conduc t iv i ty tensor has the form (1 + e'F) 

KU and whose bounda ry condi t ions are defined by 

r = /?,-, R„, qr = 0 

0, T = 100 c o s 20 

L, '/'--= 0 

(38) 

In t e rms of the pr inc ipal conduct iv i t ies defined in Fig. 8, Figs. 9 

and 10 i l lus t ra te the midp l ane t e m p e r a t u r e field at I) = 0 and TT/2 

for var ia t ions of the pr incipal or ien ta t ion p" (see Fig. 8) in the in­

terval |0, rr/2J. T h e e lement genera ted resul ts compare favorablv 

wi th the "exac t ' solut ion ob ta ined using Kirchhoff 's t rans forma­

tion in conjunct ion with the recent deve lopmen t s given by [3, 6J. 

As can be seen from Figs. 9 and 10, the a p p a r e n t ma te r i a l aniso­

t ropics caused by the rf var ia t ions can create significant redis tr i ­

bu t ions in the t e m p e r a t u r e field. S imi lar r ed i s t r ibu t ions have also 

been repor ted recent ly by Padovan for l inear ma te r i a l s [3, 6]. 

r f j 3 /K 22=6.37 
K\rHa 
e =.OI 

Fig. 8 Anisotropic cylinder geometry 
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Sublimation in a Porous Continuum 
Developed From Nonequilibrium 
Thermodynamics 
The case of sublimation dehydration of a porous continuum is analyzed from the view­
point of nonequilibrium thermodynamics. The general energy and mass transport equa­
tions are shown and the application of sublimation is illustrated. 

A generalized approach to energy and mass transfer equations 
in a porous continuum has been developed [l].1 The equations' 
development, as per reference [1], is briefly explained in the fol­
lowing section, and then the final equations for energy and mass 
transfer are applied to the case of sublimation. 

General Deve lopment 
Nonequilibrium thermodynamic analysis of a porous contin­

uum affords insight into all factors affecting transfer within the 
continuum. By starting with the general equations of mass, mo­
mentum, and total energy for a continuous system and by using 
the boundary conditions of a porous continuum, the transfer 
equations evolve by the inspection of the entropy production of 
the system. The entropy production term will illustrate which 
forces and fluxes are involved in the transfer process. 

:Ej ;-X,. («) 

where J, are the fluxes and X, are the forces. The fluxes are as­
sumed to be a linear summations of the forces. 

J,* — LJL J JXJ (h) 

where L,i are phenomenological coefficients which are determined 
experimentally. The entropy production may now be expressed in 
terms of the forces 

— L—l LJ ^ • A . j ' A . j (c) 

(d) 

The Onsager reciprocal relationships, 

will be used to simplify the number of unknown phenomenologi­
cal coefficients. 

The theoretical model which will be used is a macroscopic 
model, which considers the porous continuum and the fluid as 
two continua, and the properties are volume averaged to elimi­
nate microscopic quantities, leaving macroscopic quantities to be 

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division. August 24. 1973. Paper No. 74-HT-DD. 

analyzed. This model will be based on the fundamentals of non-
equilibrium thermodynamics as presented by De Groot and 
Mazur [2]. The model is limited by the Onsager reciprocal rela­
tionships and the linear coupling of forces and fluxes. A paper by 
Luikov [3) illustrates conditions for which this linear coupling is 
invalid; however, the conditions must be extreme and the case of 
sublimation is not. 

The conservation of mass for a fixed control volume may be 
written as 

(-^ = - p „ d i v v - d i v J , (1) 

where v is the barycentric velocity, v = -«.i ' Ip*vi,/p and Js is the 
barycentric flux of specie k, J» = p*(v* -. v). If the mass fraction, 
Ck - pk/p, is used, equation (f) becomes 

p ^ = - d i v J f c (2) 
a T 

The equation of motion may be written as 

P) + T,p„Tb ^ = - D i v ( p v v 
d 7 

(3) 

where P is the total pressure tensor and F* is the force per unit 
mass exerted on component k. Equation (3) may be physically in­
terpreted as a conservation for the momentum density, pv, where 
pvv is the eonvective part of the momentum flow pvv + P, and 
2 * . i " pjtF* is the source of momentum. The force per unit mass is 
not a function of time and may be expressed as the gradient of a 
scalar potential 

F , = - g rad </,, (4) 

The total pressure tensor, P, is to be considered a fluid pressure 
tensor, it may be separated into a scalar part, p, and a tensor 
part, j 

P = Up + Ti (5) 

p is the thermodynamic pressure, and ir is the viscous pressure 
tensor. 

The change of kinetic energy with respect to time is 

a ( l / 2 p r 2 ) ,. , 1 2 

— — = -d iv ( -p ("V 
67 & 

+ P • v) + P : G r a d v Sp t F t 'V (6) 

and the change of potential energy density is 
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->(/>,') A A A tensor o rder m a y couple , the en t ropy p roduc t i on m a y ho wr i t t en 
',,"-" = " div^fkJi, ' P ' ' v) _' f r { ^ * F t ~" t/^'^>>'v >7) as t he s u m of two p a r t s : the first par t for t he f i rs t -order fluxes 

,-P, , , .,.. . , ... , a n d forces, and the second part for the second-orde r fluxes and 
1 he total specific energv. r. is d e n n e d as 

forces. f l 5 ) 1 •> c = II -t c - - ' " 

T h e to ta l energv ( l u x , . ) , is defined as T h e e q u a t i o n s <>!' energy and m a s s t ransfer in a porous m e d i u m 
n involve only first-order fluxes and forces, hence 

J , - - p f T + / " V ^ i W J g O) J' ,.,. J : 
*=i »i - - -;3r • e r a d / ' 

here ncr is the convective energv flux: I'-v is the work of the 
T- " T 

1 
surface forces; ^/, i"i!t .J,,- is the I ransport of potential energy by dif- • S(•' '**- ' r r a d r c (v - il Vr ' ido • F -- F ) (\C\ 
fusion: and •)„ is the heal flux. By making an energy balance over '-: 1 r „ 
the control volume one is able to develop an expression for the in- Volume averaging of microscopic parameters, such as density 
tenia! energy over an infinitesimal volume element, brings the microscopic con-

du ,. T ,. „ ^ „ _ , ^ tinua to macroscopic continua. The volume element has been cx-
/.)•••- = d i v J . - /> d t v v -- « : G r a d v -- ZvF„- J , , {10) ,. .,, 1 1 , 1 1 , , n •, , ,,1 « , ,• 1 , , 

(IT =S t^l ' * phcitly calculated by Whitaker [4|. An edge of 1 lie volume ele-
The time rate of change of entropy within the control volume ment must be at least ten times the characteristic length of the 

may be developed in terms of the entropy flux and entropy pro- macroscopic continuum and must be much greater than ten times 
duction and this is related to the equation expressing the depen- the characteristic length of the microscopic porous continuum. 
deuce of entropy on internal energy, specific volume, and the Since the microscopic model permits a characteristic length of 
mass fractions. 10 8 c m . a wide range of poros i t ies is a l lowed. T h e p rope r t i e s of a 

,s = s(it,i',cb) ( 1 1 ) porous continuum do not degenerate to a point, but only to a re-
„ gion defined by the characteristic length of the porous structure. 

(js ._. —-(in :. —rf\< -Yj '-if/c ( i i ) The volume averaging of any property, x. on the microscope 
' 'I k"1 1 " level, to .v' on the macroscopic level, is accomplished by integral-

Since there is local equilibrium m g the property over an infinitesimal volume element: 

rf< (h d, ).:=! <\T y> -_ U m .' '«'L
 ( ] 7 ) 

It is this step which brings an equilibrium equation to a mm- L"6u / //\< 
equilibrium equation. The reason this step is allowed, is that the Equation (16) becomes 
time necessary to establish local thermodynamic equilibrium is 
verv much longer than the time between molecular collisions. The \ J , " _ ., J ; V , . > ' , V , „ J 

1 5 1 11. . \Oj/ "-: "" ,.7 ' gruct/ ' - '^/{^ gi act \ j, 
time between molecular collisions is a measure of the departure ot /- ' t--l .v„ 
the process from local thermodynamic equilibrium. ; (v 1,', Jgrad/) ' -•• (F ' - F ')) (18) 

When equation (131 is compared to the equation derived for the 
time rate of change of entropy in a control volume, the expression T h e b o d v l o r c P ( , n t h e s o l i d s > ) e n e i s , h ( ' " n l V t e r n l w h i c h re" 
lor the entropy production may be deduced. m a i u s , 0 b e evaluated. This is the force which holds the solid 

,,_j particles in place under a pressure gradient. This is calculated by 
a ~ — ;$-• g r a d T - —i- Zv (--—- T a d r using the equation of motion with the condition of negligible ac-

•' *=' ' " _ (-deration, yielding a relationship between the body force and the 

~ (v„ - v„)grad/> » F„ - F„) - -^- : Gradv (14) fluid " r e s s u r e , e n s o r ' 

By using the Curie principle that only fluxes and forces of even O =- D i v P 4- P , F , (19) 

Nomenclature 

V = volume to/' = ('''Mi ''ic/h.px-, F ' = volume averaged pressure tensor 
A = surface area m, = chemical potential of specie/.' s ' = volume averaged viscous pressure 
r = time J,,' = reduced heal flux ~ tensor 

pf = specie density L,,, = phenomenological coefficients M = viscosity 
vA. = specie velocity «i = first order entropy production fir = . Jou le -Thompson coefficient 
l> = to ta l dens i ty <r2 = second order e n t r o p y p roduc t ion K = permeability 
v = barycentrie velocity toil = volume averaged first order entropy ,\ = coefficient of thermal conductivity 

J;, = flux of specie relative to the center production /) = diffusion coefficient 
of gravity' / = volume averaged temperature /; ' = thermal diffusion eoefficieiU 

(>, = mass fraction of specie/."' x, = volume averaged mass fraction of /.)" = Dufour diffusion coefficient 
e = specific volume specie/ R = ideal gas constant 
P = total pressure tensor 7, = volume averaged density of specie 1 a = interlace position 

FA- = external force exerted on specie k r, = volume averaged specific volume <• = unknown constant 
•>£/,• = p o t e n t i a l e n e r g y of c o m p o n e n t / ; of s p e c i e / c, = specific heal 

c = to ta l specific energy wt- = v o l u m e averaged veloci ty of specie >,„ = ra t io of ice dens i t y to vapor dens i ty 
u = specific internal energy k at the subliming interface 

J,. = total energy flux JQ" = volume averaged reduced heal flux a = thermal diffusivity 
>),, = heat flux J, ' = volume averaged barycentrie mass tf = porosity 
/> = thermodynamic pressure flux of specie / ys = density of ice 
jr = viscous pressure tensor p ' = volume averaged pressure rj = dimensionless coordinate 
T = absolute temperature ,̂-,-•>' = volume averaged^,/' , = coordinate direction 
s = entropy per unit mass F, ' = volume averaged external force on f* = dimensionless temperature 
IT = entropy production specie/ torr = one mm Hg 
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Equation (191 may be simplified to yield for the condition of in-
compressibility and with volume averaging. 

; . , F , ' = g r a d / / 2o.DivGrad"w (20) 

The velocity is a function of the gradient of the pressure, the 
second term on the right-hand side of equation (201 is two orders 
of magnitude less than the first term. If the body force is then as­
sumed to be just a function of the gradient of the pressure, the 
entropy production becomes lorn = 2 

;,,,} -= 3;i" • g r a d / - J ' • ( ̂  grad.vi ~ vx grad/ ; ' ) (21) 

Thus, using the Onsager relationships, and the linear coupling 
of forces: 

/ ,. I, 
J " 

J , ' 

/ • • 

/-, 

grad/ 

'Tad/ 

( .:_n_ g r a d Vi 4. t , l g T a d / ,< ) (22) 

rrad.v, -- rqgrad/) ') (23) 
r- ̂  / 

Recalling equations 12) and (9) on the volume averaged basts 

f / .V , 

th - div J, (24) 

du 
' ill 

-divJ ( J" j / " - G r a d \ v w g r a d / ; ' (25) 

If Darcy's law is used (or the velocity distribution, w = x/n-
grad p ' , the eqnations for energy and mass transfer become 

} - •- = divJAgrad/ •- / > ' V ( A ' I M H * g radv , •1- .VjA^i^grad/)')! 

_v" 
>tVv5 

./ 
(g rad / / ) 2 / , / = 1.2.3 (26) 

and 

(IT 
div|L>'.v,.v,trrad/ ->- /)) grad.V] ••• ±J-2-J-Z>grad/>'j (27) 

Applicat ion to Subl imat ion 
In the freeze-drving process, the product is frozen quickly at a 

low temperature. The ice crystals formed by low temperature 
freezing do not expand and rupture the material structure of the 
product as would happen if the freezing were done slowly. After 
the product is frozen, it is placed in a vacuum chamber where the 
absolute pressure is less than the absolute pressure at the triple 
point of water (less than 4.58 torn. The water in the product will 
slowly sublime in order to achieve thermodynamic equilibrium. 
This natural subliming process under a partial pressure gradient 
is a very slow process. The subliming rate may be increased by 
using a radiant heater to raise the temperature of the product's 
surface. Thus, there is a coupled process of energy and mass 
transfer in a porous medium. 

The general equations in the development may be written in 
terms of the volume averaged temperature and mass fraction by 
noting that du = c, dt. equations (26) and (27) become 

dl 
(IT 

d iv | , \ g rad / + I)"-. / ( .v^j^grad.Vj »- A'i.v2i'igrad/>') 

,-2 .,2 

2 l i c/ .Vav 

, I + I 
£ - y ) + - ( g r a d / . ' ) 2 ij = 1,2.3 (28) 

V/^^^^^^^ 
REGION I I 

X = L X = Q ( T ) X=0 

Fig. 1 Schemat ic d iagram of porous material with heat and mass f lows 

and 
dx, 
7/7 divf/) 'v , rv,grad/ -'- D-jgrad.vj +• - ^ ^ D g r a d / i ' | (29) 

i ' l t* 

In this case the "2" species is the solid stationary species and the 
" 1 " species is the subliming water vapor. 

If the equation of state of an ideal gas is used 

p' = yXiRI (30) 

equations (28) and (29) become 

tit 
= divfAgrad/ •- / / ' -> / (A ' I /MI V - X\RI » fi/Igrad.v, | 

/ * j 
ijiixrl 
" 2 u ( -"T-S 

(IX OX 

xyRI 
(grad.v,)2 /,./ -T 1,2,3 (31) 

and 

<7.v, 
,/T 

divlD'.vj.vjgrad/ -t- D(l 
Rl 

vte-rad.vj] (32) 
Rl_ 

IHtx-xi >hi 

where the identity x, + x2 = 1 has been used. 
For constant pressure the diffusion coefficients are essentially 

constant and not a function of distance. However, the diffusion 
coefficients are strongly dependent on pressure, and would in gen­
eral, not be constant lor flow with a pressure gradient. The flow 
regime for the vapor is in the transitional region where there is 
both bulk and diffusional flow. An analogy may be made between 
the diffusion coefficients and wall shearing stress in a fluid. The 
equivalent wall shearing stress may be computed lor a constant 
pressure gradient and will be constant for this gradient. An anal 
ogous method may be applied to diffusion coefficients for a given 
pressure gradient. Dyer and Sunderland (5| have suggested a 
method for doing this. This fact should be borne in mind when 
evaluating the diffusion coefficients. Both effects contribute to 
the flow and both effects should be accounted tor. and an effective 
diffusion coefficient is developed in reference |5]. Fox and Thorn-
son (6) also note that two i'low regimes may exist and an effective 
diffusion coefficient may be used to describe this motion. Since 
this model is macroscopic, the use of effective values is necessary; 
if the continuum were left on the microscopic level such would 
not be the case. The value of the effective diffusion coefficient 
may be found from reference [5], The use of effective diffusion 
coefficients determined from experimental results increases the 
accuracy of the model. The diffusion coefficients were measured 
in a situation where air was present in the porous structure, thus 
the effective values include the effect air had on the diffusion pro­
cess, without inclusion of another specie flux in the analysis. The 
subliming interface is assumed to move as time to the one-half. 
Dyer and Sunderland [7) have noted this to be an accurate ap­
proximation. 

The position of interface is then 

o(T) = CTU2 ( 3 3 ) 

where «(r) is the interface position and c is a constant to be de­
termined by an energy balance of the dried porous region, region I 
in Figs. 1 and 2. 

The energy balance of the dried porous region is 

The energy The ene rgy The latent The energy 
into the = into the •<- heat of •- in the d ry 
porous reg ion ice region sub l imat ion porous reg ion 

(34) 
r l / 

A, 
<>l 

IS He a v 

-x rr~, x,)caln((larc - / „ ) (35) 

where -}.., is the density of the ice and .1 is the porosity. The aver­
age temperature must be used in evaluating the energy stored 
above the datum in region 1. For constant temperature in region 
II. the solid frozen region, and using the transform, rj = ,v/2\ or. 
the boundary conditions become 

-A, 
dl_ 
dn 

]&Hcau c^siicai/2Uarc - / „ ) (36) 

Journal of Heat Transfer AUGUST 1974 / 321 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



•//////////////////////////////////////////, 

REGION 
I 

REGION 

n 
REGION 

n 
REGION 

I 

y/////////////Z^///////////////////M 
X = L X = 0 X<=L 

q s heat f low 

m = moss flow 
Fig. 2 Complete one-dimensional model of porous material with heat 
and mass flows 
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Fig. 5 Dimensionless temperature distribution with porous medium for 
the uncoupled case 
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Gl 

Fig. 3 Diagram of the average temperature in region I 

The other two boundary conditions are 

77 = 0 

V = 

,V, = .Y, 

/ =/„ 

(37) 

(38) 

The boundary conditions and the equations for energy and 
mass transfer are not in their optimum form; the following di­
mensionless coefficients will be used 

/* = / / /„ 
Lu = D/a 

Bb = MiiVr\/0 

T] = n 

St = D7„/D = D'70/D V! = v, 

Sd 
13 = S3 

Re = R/c 

cvysa(lavc - /„) 

Mo 

Gl c/a Pa = AHysa/\d0 

Rb = ffl/ii,!1 Do -vyfi/p 
fid (39) 

1000 

950 

900 

Fig. 4 The dimensionless temperature distribution in region I for the 
coupled equations with a total pressure gradient 

The boundary conditions become 

,* = 1 
V = 0 

H 
. >'l . 

> 1 + '12 

0/ /* = /„//„ 
2 ., > ' l 

?'l + >2 

rf/* i 

and equations (27) and (28) become 

dll* 

dv2 + LuStBbl*xieL2x1 Lu St Bb/' 

Pa) 

' an 

(40) 

(41) 

(42) 

r cv- r>l l ' " * dXt - Lit St BOXi 5-
dr\ drj 

^LKStRcxit* — -^1 

drj at] 

• Lu St RexAl*f~4± 
drji 

Lu St Rc(l*)2—^-
drj* 

• 2L11 St Rcl' 

DbV 

- L u St Re/ 

. dt*dxi 
drj drj 

dij drj 

d\ 

St A', 
cJhi 
drj2 

Rbt 

+ St 
dxidn 

- S t ( 

_ (/2-Yl _,_ fift dt* dxj 
drj1 ' x\ dt] dn 

„ , o7* f/Ai Dbl 
- Rb - p 1 + 

drj drj 

Ell 
drj2 

Rb . rf.vj,2 

Jx^(dV ' 

t w i i i f d ' f i f 1 ) 

drj 

< (43) 

2 S t A t ^ ^ + ^ 
rfr; drj dij2 

Rb/' 
dij2 

Lu 
' ( ^ ) 

drj Lu V/7] ' 
0 (44) 

Equations (43) and (44) have been programmed on an IBM 360 
using a modified Newton-Rapson inversion technique 18). From 
the computer solutions the effect each dimensionless coefficient 
had on the interface position was obtained. Also, the temperature 
distribution was obtained for the coupled equations with a total 
pressure gradient. Because of the marked increase in the number 
of terms when the entire equation for energy transfer is used, it is 
difficult to assess the physical meaning to the difference between 
the dimensionless temperature distribution for the coupled equa­
tions, Fig. 4, and that for the uncoupled heat equation, Fig. 5. 

The effect the thermal diffusivity and porsity have on the sub­
liming interface position is illustrated in Fig. 6. If the porosity in­
creases, the rate of the interface movement decreases as there is 
more ice per unit volume which has to sublime. Also, the void 
space in the dried section increases and the effective thermal con­
ductivity of the section decreases, lowering the heat transfer to 
the interface. 

In Fig. 7, the plot of the minimum and maximum interface po­
sition versus time is plotted. This illustrates the degree of vari­
ance which can be expected. To obtain the minimum and maxi­
mum plots, the dimensionless coefficients were varied about by a 
factor of ten. The effect the dimensionless coefficients have on the 
interface position was then determined. 
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Fig. 6 A comparison of the interface position for the uncoupled case at 
two different porosities and thermal diffusivities 

Ob= 388*10 

Db^ I 43x I02 

TIME I HOURS) 

Fig. 8 A comparison of the interface position at different values of Db 

INTERFACE 
POSITION 
(METERS) 002 

TIME ( HOURS) 

Fig. 7 A comparison of the maximum and minimum interface position 
for the coupled equations with a total pressure gradient 

TIME ( HOURS) 

Fig. 9 The interface position at different values of St 

For example, the dimensionless number, Db, increases and the 
interface movement increases; this is because Db indicates the 
ease with which the fluid flows through the porous material. The 
easier it can flow through, the greater the sublimation. The effect 
of St on the interface position is because of the relative change in 
the thermal diffusion coefficient, D. 

The heat flux has a primary driving force, the thermal diffusiv-
ity times the gradient of the temperature and a secondary force, 
the thermal diffusion coefficient times the gradient of the mass 
fraction. In this case the mass fraction gradient is opposite to the 
temperature gradient, so an increase in the thermal diffusion 
coefficient acts to reduce the heat flux and hence the interface 
movement. The other dimensionless numbers act in a similarly 
predictable manner. 

The application of the generalized equations of energy and 
mass transfer to the problem of sublimation illustrates interesting 
effects: one, the number of terms which must be included in cou­
pled equations dramatically shows the simplifications involved 
when the uncoupled heat transfer equation is used; two, the effect 
the secondary terms have on the sublimation is calculable. Addi­
tionally, since the secondary terms are calculable, it should be 
possible to determine an optimum sublimation condition if an­
other gas is diffusing in the direction of their temperature gradi­
ent against the vapor flow. Such a procedure has been experimen­
tally accomplished by Kan and deWinter [9], However, the values 
of the diffusion coefficients, thermal, mutual, and self will proba­
bly be extremely difficult to determine. 

An important advantage in choosing a "thermodynamic" 
model is that it incorporates all the transport phenomena and 
their cross effects. At times, the cross-effects are not predominant 
and may be neglected. This is what the simplified analysis have 
done without proven justification. An example, which was illus­
trated, is the Soret and Dufour effect. Under a concentration gra­
dient, a heat flux will result even with isothermal initial condi­

tions. This is because the heat flux is a function, in pari, of the 
concentration as well as the temperature. The primary cause of a 
heat flux is a temperature gradient, but at limes the other cross-
effects should be included in the formulation. It is known that the 
effect ot concentration on a heat flux is quite small, usually not 
more than 5 percent of the total flux. However, as the main driv­
ing force decreases, the cross-effects become important. Similarly, 
at very high transfer rates, the cross phenomena could again con­
tribute significantly to the transfer process. The magnitude of 
these effects has been illustrated for the case of sublimation in a 
porous continuum. 
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Analysis of Cooling Effectiveness for 
Porous Material in a Coolant Passage 
An analytical investigation of the performance of a heat exchanger containing a conduc­
tive porous media was made. The partial differential equations governing the steady-
state temperature distributions for both the porous medio and the coolant fluid are 
given. A method for obtaining an approximate solution of the governing, equations is 
shown. A computer program was written in. FORTRAN IV and the results are provided 
for determining the cooling effectiveness. 

Introduction 

In a high temperature environment, the structural integrity of 
a botly may be maintained by proper cooling such as convection 
cooling or mass transfer cooling. The latter cooling scheme in­
cludes ablation, transpiration, and film cooling. Mass transfer 
cooling is suitable lor the thermal protection of a structure ex­
posed to an extremely high heat (lux environment such as that of 
a re-enlry vehicle. Convection cooling is suitable for a relatively-
low heat flux environment such as that of a conventional rocket 
nozzle. The limitation of convection cooling to the low heat flux 
environment is due to the slow heat transfer rate from the wall to 
a coolant. Thus, if conveetive cooling is attempted for a high heat 
flux environment, the heat transfer from the environment to the 
wall, at maximum allowable wall temperature, would be signifi­
cantly higher than the heat removed from the wall by the cool-
am, resulting in thermal damage to the structure. This limitation 
may be partially overcome by inserting a high conductivity po­
rous material in the coolant passage (Fig. 1). This will signifi­
cantly increase the heat transfer area and. therefore, increase the 
heat transfer from the wall to the coolant. Also, the temperature 
difference between the wall and the coolant would be significantly 
reduced. In view o( the high heat transfer area between the po­
rous material and the coolant per unit volume, this arrangement 
may be considered as a super compact heat exchanger. The pur­
pose of this report is to present an analysis of the temperature 
distribution in this super heat exchanger. From the temperature 
distribution, the enhancement of cooling effectiveness due to the 
presence of the porous material will be determined. 

A n a l y s i s 
Physical Model. The physical model is sketched in Fig. 1. A 

two-dimensional channel is exposed to the external heat flux 
qnix) on one wall and qi(.x) on the other wall. The heat flux is re­
moved by passing a coolant at a flow rate of rh through the po-

Contributed by the Hear Transfer Division for publication in the -JOUR­
NAL OK HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division. October:!(). 197:5. Paper No. 74-HT-KK. 

rous material in the channel. In the case of conveetive cooling for 
the thermal protection of a rocket nozzle, qi(x) would be zero and 
qo(x) would be the heat transfer from the combustion gas to the 
nozzle wall. In the case of a heat exchanger, either qo or q\ or 
both could be the heat transfer from the hot stream to the chan­
nel wall. For this analysis, it will be assumed that both q0(x) and 
qi(x) are prescribed. Our purpose then is to calculate the temper­
ature distribution in the porous material and the coolant. 

Governing Equations. It will be assumed that the flow is 
steady and the channel width 6 is small in comparison with the 
length such that the coolant flux is independent of location. In 
addition, it will be assumed that the gas conduction is negligibly 
small in comparison with the porous material conduction. Fur­
thermore, property values will be taken as constant. Thus, the 
temperature distributions are governed by the following energy 
equations: 

nic>^=h,(T„-Tt) (1) 

d.x< 
+ k >i'(rm - rr) (2) 

The boundary conditions are: 

Fig. 1 Physical model 
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c t \ ' 

At v ^ 6 

/,• ----- =-- f/Jx) (3( 

IF 6 

))iC„ 

A 

6 

r* 
lm - J£" 

•m — <p* 

Method of So lu t ion . T h e t echn ique for ob ta in ing an approxi-

, '>'lm i \ in ,\ ma te solut ion of equa t ions (4) and (5) will paral lel the classical 
'* y- ' — <J](A ; [,$(t) 

°V Fourier t ransform m e t h o d s . Ra the r than an integral t r ans io rm of 

At v ^ L a con t inuous var iab le , a finite (discrete) Fourier t ransform of a 

•(jj d iscrete mesh function will accompl i sh the e l imina t ion of one of 

'>' "'Jy' — ^ (3c ) t^ i ndependen t var iab les . T h e finite Fourier t ransform approach 
has been successfullv appl ied to finite difference equa t ions in a 

Equa t ions (1). (2), and (3) are rewri t ten in the following d imen- n u m b e r of p rob lems [5, 6) . J 

sionless iorms. r p ^ a p p r o x j m a t e solut ion of the differential equa t ions will be 
(if), , , . . , . given in t e rms of a sum of p roduc ts involving coMirar;) lor « an 
—J- — .\*(ti -- (I ) 4) i ^ i 
(it ' m ' e integer . At i) = 0 and >j = 1 the normal der ivat ive will be zero. T o 

a c c o m m o d a t e this a new pair of dependen t var iables is intro­

duced. 
•'"-'t'f r - - ' - ^ =z B*(Um - He) ( 5 ) 
• J £ 2 dtp 

At t =. 0 

- ^ •--. 0, « -- 0 (6«./>) 

ii =, //(J:,//) = ('„, -R(Lv) (Ta) 

r .-_-: r ( £ . / / ) = fJe (76) 

w h e r e 

a t n = 0
 fi = R<~£'>ri -- <!2*(ty>f/2 f </t*(£)/;(! < / /2 ) . 

T h e differential equa t ions are now 

- • ^ - - ' / „ * « ) - - V o ^ ) ! - - - ] ( 6 r ) 
' " ' A / - y = A*(u - r ) -<- A*/< (8«) 

a t // = 1 

'"/ ' v ' with the new boundary condi t ions 

a t £ = i L 

--= 0 (6( 

V 2 » = /?*(„ - r) •+• # * # V2fi (8/;) 

w h e r e ' ^ ' Numbers in brackets designate Relerenees at end of paper. 

N o m e n c l a t u r e —-. •••.. • • . . — 

A, B, CI) = ma t r i ce s defining the block q = heat flux AX = mesh size in £ direct ion 

t r id iagonal mat r ix which , v = d is tance normal to flow di-

de t e rmines \F], and |(V], <h.2 = y j a t £ = 0 and £ = £/, rection 

.4* 

h* 

= 

™ ~ 

m <•'/> 

/?7)2 

/; 

Av = mesh size in i; direct ion 

R = function of" the boundary 

condit ion used to change 

the d e p e n d e n t var iable 

7\> - 7V1 

condit ion used to change M« = — 
T* 

T„, - 7\,° 
0,„ to the dependen t vari- II„, = ™r— 

('„ = specific heat at constant able u 

pressure \R], = vector ,ft,,o, Ri.i, Ri.„. <> = channe l width 

E. F = ma t r i ces defining the iac- ft,-.mi 

tor izat ion of the t r idi- /?, , = ftd'Ax. jSy) i. = ^ r 

agonal mat r ix |/?], = vector \R,,o, 7? , j . R,.,,. 

\F], = vector \F,,o, F,A, . F,,„. R,,mi >i ~ "y 

F,.m\ /?..,, = the « t h coefficient of the 

/*',,„ = the o th coefficient of the cosine t r ans io rm of (A'J, 

cosine t ransform of [I T\, T = t e m p e r a t u r e 

{(!}, = v e c t o r ](!,,o, ('i.i, ' o . . , . " = d e p e n d e n t var iable having 
/ • i i' = denot ing eva lua t ion at (A.r 

(,",.„ = o t h coefficient of the cosine '£ = 0. „ = 0, „ = 1 J = denot ing evalua t ion of jAy 

Subscr ipts 

,, = s a s 

t ransform of [V], 
at] L = a t X = 1, 

h' = heat t ransfer coefficient per [U\, = vector \t',.Q. U,A. ( ',.,. m = mater ia l 

unit volume • l'i.m\ at y - o 

k = t h e r m a l conduct iv i ty of ( ' , , = app rox ima t ion of uO'A.v, ;A \ ) " _ a t y - 0 

porous mater ia l i: = d e p e n d e n t var iab le . «„ " = denot ing the o t h term of a 

/. = channe l length \V], = vector lV,.o, V',.,. V,,„ discrete cosine t ransform 

M - n u m b e r of subdivis ions for V, m i 

i ) o n | 0 . 1) V,j = app rox ima t ion of \'(/A.r. Superscr ipts 
N = n u m b e r of subdivis ions for ./Ay) 0 = at X = 0 

£ o n | 0 . £;,] x = d i s t ance a long flow direct ion * = reference 
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Fig. 2 Node lines 
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0 

where 
fl) 

I] — 0 and i] - 1; 

(V 2 ( ' /> 5^2*iith5: ' • " / i 4 ^ b ( i -/j/2)]. 

A popular method for obtaining approximations to the solu­
tions of partial differential equations are the finite difference 
equations. For the aforementioned problem, the rectangle 0 S n < 
1, 0 < £ < £i. is partitioned by the set of node lines (Fig. 2). 

£ f = /A.v .YA.v, / = 0,1.2 A\ 

77_,• = /Av . 1 ~ .UAy . j - 0,1.2, M. 

Let I'u be some approximation to i7(i,,r;.,) and V^ be some ap­
proximation to L'(|,,>;,). The (,',,j and I7,,, are to satisfy the fol­
lowing difference equations. 

Equation (8a) is approximated as 

i ' i „ - i ' M , i = ^ » f r u i LU,J- riw. - i 'M , j l /2 

+ i . r f ' l / i , , -f / J J . L J / 2 (10«) 

for / = 1,2 A', j = 0,1,2 1/ 

Ruj = ft(t;,7/,). 

The boundary condition gives 

F0,j = 0 , j = 0,1 U. 

Equation (86) is approximated as 

° [ l U , - 2 E / j . , + t^ , ,7 l * U!
l.j.i-2Vi,]+ UirJJ 

= Ay2ij*[r;, . - T',., _, | + Av2.S\ , 

where 

a = A_v2/A.v2 

S'i.j = B*Ri.j - V ^ C ^ . t j , ) 

for ? = 0,1,2 A', j = 0,1,2, 11. 

In addition the boundary conditions are approximated as 

(10/>) 

(Ua) 

= - 1 or N + 1 and j = -1 or M + 1 allows a higher order ap­
proximation to be made. 

Consider any mesh function </o,y = 0,1,2 M. It can be shown 

4>j = - % + S £ a cos (iratj/.V/) + ( - ! )* -%• 

w h e r e 

S« = f ^ f 1 + g % cos (vaj/XI) + ( - 1)« -|«] . 

In addition, the set of functions 1, COSOJT/M) COS(2JTX/M) . . . , 
cos([M - 1] TTX/M), and cos(Trx) are orthogonal under summa­
tion. Furthermore, 

cb.i = 6] and c^.j = <j>WtI . 

The orthogonality conditions and the foregoing boundary condi­
tions will be used to advantage. 

If a solution U,,j, V,j exists, then it can be written as 

P, M 

Ut S f „ 0 cos i-naj/M) + -^'F,,,, (12«) 

(;,, v (-1V 
? • ^(->i,a cos (naj/XI) -t — ( ; (12/7) 

The mesh function /(",,, can be written ; 

R . • = R j ! j l 
t , > — o 

(-DJ' f £ ft ,-, a COS (JTO! j /Xl) + [—~- Rt,sl (13) 

At this point let us define the following mesh functions of i;, 

. v / » = 7 , / /2 

e ( 2 ) 
s / - =' ' ; , (! - » ) / 2 ) 

1 

and their finite cosine transforms 

2 ,-.s (*> • D ° + S s / " COS (7JOv;/.\/) + --^sJk> 
; = 1 J J 2 "' .1/ ' 2 

Now the transform it,,,, oi R,,j can be written as 

Substituting equations (12) and (13) into equation (10a) and 
noting that the orthogonal expansion of the zero function is zero, 
the result is 

A.v,4*fr, r, ,, ,. i 
GUa - 6 V i , a = — 9 - | ^ , 0 + ]<i-ua - ( ' i . a -<-,-!. J 

Awl* 
$ , . „ + £,•-!. J <14") 

for « = 0,1,2 Al / = 1,2, . . . ,Ar, from the condition V',,,, = 0, 
<V„.„ = 0. (14b) 
Similarily S,,j is written as 

u-i 
S.. (-1Y 

f/, ,7 - f/.i.j = 2A.v Qiir/j) , 

^ i . , - r V i . ; = 2A,v %(;;,) 

for j = 0,1,2, . . , , , U . 

(116) 

( l i e ) 

and 
U' f/< - 1 , .vr • i • 

for / = 0,1,2, . . ., A . 

The use of the "fictitious" dependent variables having indices of i 

Suj = ^f + E S,,tt cos (77a//A/) + —-K ,, 

w h e r e 

S.^lBWiti)- ^ ( « i ) ! . ~ t t
( 1 ) 

+ [B'qSit,) - ^ ( ^ H ^ " ' + [«,*«,) -</2*(?i)|JTa<
;" 

Equation (11a) is rewritten as 

°\F,-i.a-2Fi,a+ FM,J+ XaFUa 

= AV
2B*|F ; > a - G,-, a ] + Av 2 ^ , a (15(/) 

Xa = | ' - 2 + 2 cos (va/M)\ 

for a = 0,1,2, . . . ,M, i = 0,1,2, . . . ,A'. The transformed boundary 
conditions, equations (life.c) are 

* i . o , - * : i . a = 2A.vQa
(1» (15/7) 
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(15c) 

w h e r e 

^ . v i . « - F v - i , a = 2A.v$ a
( 2 > 

O ( i . y ' / ! * ( 0 ) | ~ d , | . ^ / i * ( 0 ) r ~ (2.1 

n (?) _ '^2* ( i t ) f~ (i)i . c )vi!^jJr? (2>i 
V , - ' -,t " _l a I "' ,.)t I S a I 

It is i m p o r t a n t to note t h a t equa t ions (14) and (15) are uncoupled 
for each a. Whereas before, equa t ions (10) and (11) (excluding 
"f ic t ic ious" nodes) n u m b e r e d 2 (M + 1) (A' + 1) s imu l t aneous lin­
ear difference equa t ions , now equa t ions (14) and (15) have ( M + 
1) sets of 2(.\ ' + 1) s imu l t aneous l inear equa t ions . Because of the 
sparceness and s t ruc tu re of the linear equa t ions , a special algo­
r i thm may be used. 

Equa t ions (14) and (15) are now wri t ten in block t r id iagonal 
form for each a as 

~B„ C(1 0 0 

A B C 0 

w h e r e 

and 

A B C 

0 A B 

0 0 A: 

0 

C 

• « , v 

p>o 
<*1 

6 2 

<V2 
%'-2 

A' 

= 

D„ 
D, 

£>2 

D.v-2 
D.v-i 

LD,V J 

D< = 

A = -!«,„,„}, B = {/>,„. „}. C = { c „ , . „ } . 
The e l ements are 

"11 = CT- "12 = ° 

A A T 4 * „ 2 i = _ __ -, rt22 = - 1 
i\xA* 
T 

bn = Xa - 2cr - Av2B* . bn = Av2S» 

o, 
A.vA* 

. '>22 = ! 
A.vA* 

Cn = O . Cjo = 0 

''21 = ('22 = ° 

r / / " = A.V2S,..a. rf. 
A.vA* 

[*,.« + «M. 
The ficticious boundary quantities are eliminated and the bound­
ary matrices become 

Bn = 
~l>n 

0 

''12] 

1 
. c„ = 

2c „ 

0 

t'12 

0_ 
, z?0 = 

"VV01" 

0 

.4,, = 

rf,(,1) = A v 2 S „ , a + 2A.va<?0 

" 2 1 " 2 5 

r,,(-v) = Av2 S v , a -2A.va Qa
a} 

l ' 2 ( V ) . 

,/2
('v> = AAv4*/2ffi;V,a + R„_Ua] 

The efficient determination of 0 from equation (16) is well 

known [8]. For completeness it is given here. 

E« = ^ r ' C ' n , E{ = (B{ -A.E^-'Ci 

Fu = B^D,,, F( = (B( ^AiEi.ir
i(Di - AtEt.{) 

i = 1,2 A ' - 1 
Then 

<b„= ( B N - A I V E , , _ { ) - H D X - A V £ V . ! ) 

^ 

20 

0.5 

Dimensionless Distance from Wail _ 
6 

Fig. 3 Dimensionless temperature distribution (!Wm'(0)| = |Wm'(1)| = 
10) 

(t> j = Fj -- £ , c5 j4 l 

i = N - 1,N - 2 , . . . , 1 , 0 . 
The matrices F, here are not to be confused with the F, „ used in 
previous notation. 

Once the finite Fourier coefficients F,„, (i,M are determined, the 
mesh functions U,j and V,,y can be constructed from equation 
(12). Finally, 6$ and Hm are approximated from equation (7). 

Resul t s and D i s c u s s i o n s 
The governing differential equations and boundary conditions 

presented in the foregoing section have been solved numerically 
for several combinations of the parameters A*,B*,tlm'(()),L/l). The 
results are shown in Figs. 3 to 9, and are discussed in the fol­
lowing. 

Fig. 3 shows the dimensionless temperature profiles tor A* = 1, 
B* = 10, 100 and |0m'(O)| = |flm '(l)| = 10. Since the temperature 
profiles are symmetric with respect to y/5 = 0.5. only half of the 
profiles are shown in the figure. With the exception of the coolant 
entrance where the dimensionless gas temperature fls is zero, the 
dimensionless gas temperature profile is approximately parallel to 
the dimensionless porous material temperature. Also, the temper­
ature profiles are quite flat for low value of B*jA* but relatively 
steep for high value of B*/A*. Since B*/A* = mC^b/k, represents 
the ratio of the heat sink to the heat conduction, a low value of 
B*/A* would imply a high degree of readiness of the local element 
to conduct the energy away and therefore the temperature gradi­
ent would be small. On the other hand, a high value of B*/A* 
would imply a relatively poor ability for the local element to con­
duct the energy away and therefore the temperature gradient 
would be great. For the consideration of cooling effectiveness, it is 
important to have a low value of B*jA* so that the temperature 
variation across the channel will be small. 
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Fig. 4 Dimensionless temperature distr ibution ( ! f7 m ' (0 ) j = i " m ' 0 ) j = 
10 | 

Fig. 4 shows the dimensionless temperature profiles for .4* = 
10, B* = 10. 100 and |flm'(0)| = |«m'<n| = 10. With the exception 
of the entrance region, the coolant temperature is very close to 
and almost indistinguishable from the porous material tempera­
ture shown in Fig. 4. Notice that the parameter .4* in Fig. 4 is 10 
and that in Fig. 3 is 1. Thus, the parameter.4* has a significant 
effect on the temperature difference between the porous material 
and the coolant. From the cooling effectiveness point of view, it is 
desirable to have a high value of A*. 

Fig. 5 shows the effect of heat transfer on the temperature pro­
file. The symmetric curves are for the case of uniform heating on 
both walls, while the unsymmetrie ones are for the case of uni­
form heating on one wall and insulation on the other wall. The 
total heating is the same in both cases. As expected, the tempera­
ture near the heating side is significantly higher and the tempera­
ture near the insulated wall is significantly lower than the case of 
uniformly heating on both sides. Again, with the exception of the 
entrance region, the dimensionless coolant temperature is below 
and approximately parallel to the dimensionless porous material 
temperature. 

Fig. 6 shows the effects of parameters A* and R* or B*/A* on 
the dimensionless temperature along the wall. A high value of 
B*/A* is equivalent to a low conductivity material and, therefore, 
a high wall temperature if the heat flux is fixed. Also, the tem­
perature increases as the distance from the entrance increases. 

Fig. 7 shows the effect of the parameter B* on the dimension­
less temperature along the wall. For the same reason as pointed 
out in the foregoing paragraph, the wall temperature increases as 
the parameter B* increases. A comparison between Figs. 6 and 7 
shows that the temperature difference between the porous mate­
rial and the coolant increases as the parameter ,4* decreases. 
This is because a high value of .4* is equivalent to a high value of 
heat transfer per unit volume, h', and, therefore, a low value of 
temperature difference between the material and the coolant. 

|9m (0) | = I 6m (1)|= 6.25 9m 

|9m (0)| = l ? . 5 ; 6m' ( l ) - 0 9m 

Dimensionless Distance from Wall, 

Fig. 5 Dimensionless temperature distr ibution ( 4 * = 3 B" = 50 

I I I 

1 / 
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\ _ l ' ] 9 9 j ( 0 ; 
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r i • ' i 
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-

Fig. 6 Effects of A' and 0 * on dimensionless temperature along wall 

(!"m'(Q)i = !"m'(i)! = io) 

Cooling Effect iveness 
The cooling effectiveness of a channel with porous materials in 

comparison with that of a channel without porous materials may 
be determined by the ratio of allowable maximum wall heat flux 
lor the two cases with the constraint that the wall material tem­
perature be limited to a certain preselected value. For example, 
the maximum wall temperature may not exceed 2000 deg F if the 
wall material is superalloy. This maximum temperature together 
with the channel dimensions (width and length /.) and the cool­
ant How rate will determine the heat flux at the channel wall for 
both with and without porous materials in the coolant passages. 
Algebraic equations used for this comparison are presented in the 
following. 

Channels Without Porous Materials. It will be assumed thai 
the heat transfer coefficient between the channel wall and the 
coolant is given by the following fully developed flow equations: 

/, = | N u 

Nu = 8.2 ( laminar flow) 

Nu t = 0.0243 (Re)"-- :(Pr)"- ' ( turbulent flow) 

The bulk coolant temperature as a function of distance .v from the 
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entrance is given by the following energy balance equation 

.1'L. 
I'li'dC 

The wail temperature as a function of .v is given by the definition 
of the heat transfer coefficient 

The maximum wall temperature as found by substituting x = I. 
in the foregoing two equations is given by 

,21 1, 
CJ'A T„ <iy niCt,& li ' 

Thus, lor given channel dimensions L and 6, coolant, coolant flux 
m and | 7 V ) I , I M the heat flux can be computed by the above 
equation. From the foregoing equation it maybe noted that for a 
prescribed heat flux q. the maximum wall temperature depends 
only on the local heat transfer coefficient at the end of the chan­
nel. Therefore, the high heat transfer coefficient at the entrance 
of a channel only reduces the local wall surface temperature at 
the entrance but does not reduce the maximum wall surface tem­
perature at the end of the channel. 

Channel With Porous Materials. To determine the heat flux 
corresponding to a maximum allowable wall material tempera­
ture, the parameters A*, ft*, and t)m'(0) must be estimated. Cor­
responding to these A*, B*, and #m '(0), the dimensionless tem­
perature for the coolant and the porous materials can be found 
from the solutions of the governing equations (Figs. 3 to 7). This 
will determine the reference temperature T* to be used in the 
definition of dimensionless temperature. 

r 

Fig. 7 Effects of A* and S* on dimensionless temperature along wall 
(|flm'<0)| = |<V(D| =10) 

Fig. 8 Effects of porous materials in channel on cooling effectiveness 
(4* = 10, B* = 100, rf> = 1 lb/ft2-s) 
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Fig. 9 Effects of porous materials in channel on cooling effectiveness 
(4* = 1, e* = 100, m = 10 lb/ft2-s 

Finally, the heat flux can be calculated from the energy balance 
equation given by 

7'*6, 
= >'»cP(oe)XsIi-w-) 

If the selection of ,4*. B* and Wm'(0) is correct , the hea t flux so 

c o m p u t e d should agree with tha i found by the following equat ion 

5 
A< T* 

For example , if ,4* = 1, B* = 100, l)m'(0) = 10 and L/b = 40 the 

maximum dimensionless porous material temperature at the end 
of the channel as given by Fig. 3 is 9.85. If we limit the wall tem­
perature to around 2000 deg F and the coolant temperature at en­
trance is taken as 70 deg, the reference temperature T* would be 

7-* 200 
2000 ^ 7 0 

9.85 ' 

If air is used as coolant at a flow rate of 10 lb/ft2-s, the heat flux 
would be 

. , . 6 „ „ 200 
2L 

1 0 ( 0 . 2 5 ) - ( 8 ) - ^ = 50 Btu / f t 2 - s 

If the channel width (5 is % in. and the conductivity of the porous 
material k is 1.9 Btu/ft hr deg F, the heat flux computed by 
AT*(?m '(0)/6isalsoBtu/ft2s. 

Heat Transfer Coefficient per Unit Volume. The heat trans­
fer coefficient per unit volume h' is a function of mass flux and 
microstructures of the porous material. For packed bed of spheri­
cal particles and Rigimesh, data shown in reference [4] yield the 
following values of heat transfer coefficient per unit volume: 

Heat transfer coefficient per unit volume h' at 40 
percent porosity 

Rigimesh 
(hydraulic 

dia = 
0,011 in.) 

112 
365 
682 

m ( l b / 
ft2-sj 

1 
5 

10 

Par t ic le sizes of packed bed 
0.01 in. 0.05 in. 0.1 in. 

301 
810 

1240 

32 
87 

134 

12 
33 
51 

Calculations. Calculations have been performed for A* = 10, 
B* = 100, m = 1 and A* = 1, B* = 100 and m = 10. Tempera­
ture distribution along the channel wall for these two cases are 
shown in Figs. 8 and 9, respectively. The temperature distribu­
tion and heat flux corresponding to the conventional channel flow 
is also shown in the figures. 

For A* = 10, B* = 100, m = 1 the flow in a V4 in. width chan­
nel would be laminar and therefore the laminar heat transfer 
equation must be used. If the maximum wall temperature is lim­
ited to 2000 deg F, the maximum heat flux at the wall would be 2 
Btu/ft2 s as shown in Fig. 8. However, if the channel is packed 
with porous materials, the maximum heat flux could be 6 Btu/ft2 
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.. Also, if the channel is packed with porous material and the 
heat flux is 2 Btu/ft2 s the maximum wall temperature would 
be reducted to about (500 deg F. Thus, for a fixed heat flux, the 
effect of the porous material in the channel is to reduce the wall 
temperature. While for a fixed maximum wall temperature the 
effect of the porous material is to increase the heat flux at the 
wall. 

For .4* = l, #* = 100, m = 10, Fig. 9 shows that the cooling ca-
pabilily is increased from 16 Btu/ft2 s without porous material 
to 50 Btu/ft2 s with porous material. If the heat flux is main­
tained at 16 Btu/ft2 s, the wall temperature at the end of the 
channel (L/6 = 40) is decreased from 2000 deg F without porous 
material to about 700 deg F with porous material. 

Calculation was also performed using hydrogen as coolant and 
it was found that the heat flux shown in Fig. 9 can be increased 
by four times. That is, I he maximum wall heat flux with and 
without porous materials would be about 200 and 64 Btu/ft2 s, 
respectively. By proper selections of porous materials and dimen­
sions, this maximum heat llux could be increased significantly. In 
all cases computed, the cooling effectiveness is increased by over 
ihree times by use of porous material in the channel. This 
suggests the use of the scheme to augment the regenerative cool­
ing in rocket nozzle where the convective cooling has reached its 
limit. 

C o n c l u s i o n s 
Temperature distribution in a channel packed with porous ma­

terials is analyzed. Numerical solutions to the governing equa­

tions are performed for a range of parameters. It was found that 
for fixed allowable wall temperature, the heat llux at the channel 
wall can be increased by over three times by use of porous mate­
rial in the channel. For fixed heat flux at the channel wall, the 
effect of porous material in the channel is to decrease significant­
ly the wall temperature. Thus, the scheme can be used to aug­
ment the regenerative cooling in rocket nozzle where the convec­
tive cooling of nozzle wall has reached its limit. 
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Boiling and Evaporation From Heat 

Pipe Wicks With Water and Acetone 
Heat transfer for poo/ boilin.a irith fluxes en the ranu.e of ~> X It)'2 to 5 X 104 Htuftft- hri 
and the associated excess of wall over saturation temperatures ore presented, primarily 
for atmospheric pressure, for vertical tubes in ivaler, ethanol, and. acetone, hare or 
wrapped with screen or felt metal. For the wruppi-d tubes, this performance is iiivcn also 
for evaporation into surrounding saturated vapor with the lii/uid beim: .supplied by the 
wick: this is the significant mode in respect to heat pipe applications. For this mode 
maximum evaporation rates are also indicated and it is shown that this maximum can 
be rationalized either in terms of a partially full wick with conduction transfer to the 
evaporation surface or in terms of a full icick with vapor holes oriiiinatin.!; at nucleation 
sites on the tube surface. 

I n t r o d u c t i o n 

The two important aspects of evaporation from wicks that are 
related to heat pipe design are the relation between the excess of 
wall over saturation temperature as a function of the evaporation 
rate, and the maximum evaporation attainable within the capil­
lary pumping limits of the wick. Because of the possible relation 
between evaporation from a wick bounded by the vapor of the 
evaporating liquid and boiling under conditions of submergence 
in saturated liquid, it is appropriate also to examine the wicks 
under the latter condition, and to determine as well the boiling 
performance of the tube upon which the wick is wound. 

Results of this type for stainless steel wicks wound on copper 
tubes have been given by Seban and Abhat [ lp and the contin­
uation of that work has led to a more comprehensive specification 
by Abhat [2], It is the purpose of this paper to summarize these 
latter results, which involve screen and felt metal wicks; to dem­
onstrate the boiling performance of the bare tubes, and of the 
wicks submerged, and the evaporation performance of the wick 
surrounded by saturated vapor, including the maximum evapora­
tion rate attained under the latter conditions. The fluids used 
were distilled water and commercially pure methanol and ace­
tone. 

Apparatus 
The apparatus, shown in Fig. ], consists of a glass enclosure 

holding a pool of liquid, the liquid temperature being maintained 
by immersion heaters in the bottom of the pool. A hollow vertical 
tube, 0.67 in. in diameter, with 0.09 in. wall thickness, extends 
downward from the top of the container, and this tube is subdi-

1 Presently at Institute fur Kernenergetic, Stuttgart. West Germany. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the -JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, November 14, 1973. Paper No. 74-HT-II. 

vided into a top, stainless steel section, a 1.25 in. long copper sec­
tion, and a long lower stainless steel lube. The copper section, the 
evaporator, is fitted with an internal heater of Kanthal wire 
wound on ceramic, and three thermocouples (located at 0.187, 
0.625, and 1.062 in. below the top of the copper) are fitted into its 
wall. The heater is inserted into this test section through the hol­
low top stainless steel section, the walls of which are grooved at 
90 deg intervals to carry the leads of the three thermocouples 
from the copper tube, and one additional thermocouple is fixed in 
this stainless tube near its joint with the copper tube. 

Fig. 1 indicates also the other apparatus associated with the 
system, the operation of which involved initial heating of the pool 
fluid, degassing by reducing the system pressure, reattainment of 
saturated conditions, and energization of the evaporator heater in 
the tube. When operated for evaporation to surrounding vapor, 
the tube was first completely immersed and then the pool was 
lowered to the desired level. 

The essential data were obtained from the electrical input and 
the response of the three tube thermocouples, compared to that of 
thermocouples in the liquid and vapor regions. The average of the 
three thermocouples, 7V, was used as the temperature of the cop­
per evaporation section and the input to the heater was charged 
directly to the evaporation, thus ignoring the losses to the top 
stainless steel tube and to conduction in the heater connecting 
wires. These losses, estimated to be about 6 per cent of the input, 
were subtracted from the heat rates given in reference |1], but are 
included in them here. 

Wicks 
Table 1 contains dimensional data on the stainless steel and 

phosphor bronze screen and nickel felt metal wicks for which re­
sults are reported herein, and all of these were held onto the tube 
by stainless steel wire ties spaced at 0.25 in. on the heater section 
and 0.37 in. on the lower (adiabatic) tube. The top of the wick 
was even with the top of the copper section of the tube and the 
first tie wasO.Oo in. below that point. 
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Fig. 1 Tube, w ick , and test enclosure: 1 = heater and evaporator sec­
t ion: 2 = upper sect ion, SS tube; 3 = lower sect ion SS tube; 4 = ther­
mocouple wire grooves; 5 = heater electr ical leads, 6 = water cooled 
condenser; 7 — manometer and aspirator connect ions; 8 = vent: 9 ~ 
pool heaters: 10 = connect ion to reservoir; 11 = Wick: T;;, Tj, T4 = 
thermocouples in copper evaporator sect ion 

Wicks were cleaned by repeated washing with water and ace­
tone in an ultrasonic cleaner prior to installation on the tube, and 
cleaned by rinsing after being wound on the t ube. 

Operation with water over a long period produced a fine white 
deposit on the wick in the area near the top of the copper tube, 
which deposit became apparent upon removal of the wick from 
the tube. This occurrence was noted in reference [1] and while its 
severity subsequent tally was reduced, its existence was not elimi­
nated by revisions which minimized the use of soft solder in the 
assembly of the tube and by changes which eliminated soft solder 
in the remainder of the system. In a related adjustment, the cop­
per evaporator section of one of the tubes contained a sputtered 
film of stainless steel on its copper surface, so that the entire tube 
surface was then stainless. But even with this tube a slight sedi­
mentation occurred. The sedimentation, however, never produced 
any discernible effect on the data; this could be because the wicks 
were discarded upon suspicion of this occurrence. 

Capillarity and Permeability 
The wicks that were used, or similar wicks, were tested for cap­

illary rise, ls, by immersing the end of the wick into a pool, and 
for fall, by complete immersion followed by withdrawal and ob­
servation of the resulting equilibrium height, /;•, attained thereaf­
ter. Observations were made at room temperature, in circum­
stances which minimized evaporation, by touching the outside of 
the wick with litmus paper to detect locations wet with slightly 

acidified fluid. These observed heights are contained in Table 1. 
Some attempts were made to deduce the permeability from 

temporal observation of the dynamic rise of the liquid in the wick 
but these led partly anomalous results, probably due to the de­
pendence of wetting angle on the rise velocity. 

Bo i l ing F r o m t h e T u b e S u b m e r g e d in Water 
Operation at atmospheric pressure with a bare tube, with pool 

water level at the top of the heater section, provided the results 
(hat are shown in Fig. 2. The results that are shown for the lowest 
fluxes indicate values of the difference between average wall and 
saturation temperature. 7\v-7V, much below those (curve F\) as­
sociated with free convection from a vertical cylinder having the 
height of the evaporator section. This difference is at least partly 
attributable to the circulation induced by boiling from the pool 
heaters, which created a substantial velocity, and hence forced 
convection, over the heated section of the tube. 

The first appearance of bubbles evolving from the heated tube 
is indicated by shaded points on Fig. 2. As the number of nuclea-
tion sites increased, the conductance did also, and for q > 1.6 x 
It)4 Btu/ft2 hr (5.05 x 104 w/m2) all the data are indicated by 
line AT, in proximity to the Rohsenow prediction, ftl (C = 0.013), 
even though one of the tubes, designated as .S\S', had a sputtered 
stainless steel rather than a copper surface. 

At a pressure of 6 in. Hg the performance begins nearer to the 
expected free convection behavior given by curve PI, because at 
the lower operating temperature the heat input, and thus the 
general circulation due to the pool heaters, was much reduced. 
After nucleation begins, the performance approaches curve N2, 
which however is substantially above the Rohsenow prediction, 
R'l, for the lower pressure. 

The point of first bubbles for the lower pressure is predictable 
from the similar point at one atmosphere in terms of the in­
creased surface tension and the equilibrium bubble model. 

Bo i l i ng F r o m t h e T u b e S u b m e r g e d in Acetone 
The data for the boiling of acetone at atmospheric pressure, 

shown in Fig. 3, also began far above the prediction for free con­
vection, F'i. This is anomalous compared to the results for water, 
because at the lower temperature prevailing for alcohol the input 
to the pool heaters was low, and the expectation would be for the 
kind of correspondence achieved with water at 6 in. Hg, for which 
the saturation temperature was 141 deg F. Nucleation first occurs 
at the shaded points, and thereafter the performance is given by 
curve A',3. It is close to the result given by Kutadeladze [3J,3 indi­
cated by curve K',\. This is considerably above the prediction, R'S, 
of Rohsenow with C = 0.003. 

Despite the reduction in surface tension, nucleation with ace­
tone begins at an excess temperature substantially above, rather 
than below, that found for water. 

At a pressure of 8 in. Hg, the performance is closer to, but still 
in excess of that associated with free convection—curve FA. Nu­
cleation begins at a larger temperature difference than it does at 
one atmosphere, and this excess is predictable in terms of the in­
crease in surface tension. As the nucleation increases the perfor-

> p . 3(51. 

• N o m e n c l a t u r e . 

r/ = outside diameter of tube (inside di­
ameter of wick) 

ft = gravity acceleration 

k = thermal conductivity 

K = wick permeability 
I = vertical height from pool surface to 

top of heater; /«, heater length; 
Is, IF, capillary rise and holdup 
height 

N = nucleation sites per unit area; AY 
sites on the entire heater surface 

(•/ = heat release by heater, Qx estimated 
release per nucleation site 

Q = heat flux, heat release divided by 
outside area of the heater section 

r = radius; re equivalent radius of a wick 
pore, r0 equivalent radius of a 
vapor hole 

T = temperature, TV average wall tem­

perature; Ts saturation tempera­
ture 

V = liquid velocity in the wick 

5 = wick thickness 

I) = wetting angle 

\ = latent heat of vaporization 

p = viscosity; in,, liquid; pv, vapor 
p = density; />/,, liquid; pv, vapor 
a = surface tension 
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Table 1 Wick g e o m e t r y and c a p i l l a r y p e r f o r m a n c e 
Cloth Wire d ia. Wick 

Wick Thickness , .- , Thickries 
Metal Mesh Turns (mi ls! ' " s ' ( t i l ls) 

325 

SS 32S 11 3.1 

Pti 325 4 3.1 

Mi T e l l Meta l 1 (80S p o r o s i t y ) 

20 40 60 100 
„ ' F 

Fig. 2 Water boil ing on the evaporator tube. Results are shown for 
three dif ferent tubes at atmospher ic pressure. For one of the tubes re­
sults are shown for a pressure of 6 in. of mercury , these points beginning 
on line F2 and ending on line N?. Ordinate values mult ipl ied by 3.16 give 
the flux in w / ( m ) 2 . Shaded points indicate first visible nucleat ion. 

mance tends to curve A/4. 
The performance shown in Fig. 3 was found to be the same with 

ethanol, as expected because of the similarity of the pertinent 
physical properties for the two fluids. 

Boi l ing From Wicks Submerged in Water 
Fig. 4 shows the results for the boiling from a number of wicks 

submerged in water at atmospheric pressure. The performance at 
a low heat input is close to the curve FE\ established by the bare 
tube results. Nucleation. indicated by the shaded points, occurs 
at much smaller temperature differences and makes the points 
rise above curve FEl. At the large fluxes, the points tend toward 
line Nl, though for the N'S-350 mesh wick, and for some other 
tested, there is a tendency to fall below curve A/1 at fluxes above 
2 x 10* Btu/(ft2 hr). Curve Bl is established by the results that 
are shown on this figure and by similar results for other wicks. 
Except for the results that are shown for the PR 325-4 mesh wick, 
this curve correlates the other results within ±20 percent. At q = 
4.8 X 104, the wall temperatures for the SS 325-11 wick showed a 
gradual increase, which progressed to 100 deg F, the limit of safe 
heater operation. With this thicker wick, either the radial inflow 
of water or the discharge of vapor could no longer be accommodated 
by the available capillary forces. 

One set of results, for a 150 mesh wick, is shown for the lower 
pressure of 6 in. Hg. At low fluxes these are in general correspon­
dence with the similar bare tube performance that is specified by 
curve FF/2 from Fig. 2, and at high fluxes these results exceed 
curve N2 of Fig. 2 in the way some of the atmospheric pressure 
data exceeds curve Nl . 

Observations of the number of bubble sites, NT, over the whole 

2 4 6 8 10 20 40 60 100 

T w - T s . ° F 

Fig. 3 Acetone boil ing on the evaporator tube 

heated section were made for some of the wicks, and Table 2 con­
tains these numbers as a function of the heat flux. Such observa­
tions were not made repeatedly, but general observations indicat­
ed their qualitative reproducibility. If a wick conductance is esti­
mated from the data for the lowest heat rates, then the excess of 
the flux indicated on Fig. 4 over that for pure conduction through 
the wick (which would be approximated by a 45 deg line drawn 
through the points at the lowest flux) is attributable to nuclea­
tion occurring on the surface of the tube. This difference, divided 
by the number of sites, is denoted by Qx in Table 2. It is of the 
order of 1 w per site. 

Boi l ing From Wicks Submerged in Acetone and 
Ethanol 

Contrary to the experience with water, these wicks when sub­
merged in ethanol and in acetone produced results, shown on Fig. 
5. that are substantially different from those found for the bare 
tube as shown on Fig. 3 where they were characterized by the 
curves FE'i and N3. 

Fig. 5 shows by the shaded point that nucleation occurred at 
the lowest heat input for the 150 mesh screen, and all of the re­
sults, up to q = 1.5 x 104, can be approximated by the curve B'i 
established by this figure. At higher fluxes, the results for this 
screen are below this curve and the curve NZ that indicates the 
bare pipe performance at high fluxes. 

The felt metal wick begins similarly, gives the highest heat 
transfer coefficient, and at the highest flux that was measured 
gives a performance typical of curve N3. 

The other wicks initiated their performance near curve F3 and 
did not attain substantial nucleation until a flux of about 3000. 
At higher fluxes, the 325 mesh phosphor bronze wick gave a per­
formance typified by curve B3. The 325 mesh four layer stainless 
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Fig. 4 Water boiling on the lube covered with a wick. The f igure estab­
lishes Line B 1 . Other lines f rom Fig. 2. The "plus" points or iginat ing at 
FE2 are for the SS 150-4 wick at 6 in. mercury pressure, all other data 
ai atmospheric pressure. Shaded points indicate first nucleat ion; an 
arrow is used for the plus points. Arrows at high f luxes indicate a pro 
gressive rise in temperature after the indicated point. 

steel wick gave the diminished performance indicated by curve 
H'l. and the similar eleven layer wick produced the further dimin­
ished performance indicated by curve R5. Thus, all the stainless 
wicks exhibited a diminished performance, the 325 mesh wicks in 
proportion to their thickness. 

Observations of nucleation were made for some of the wicks, 
and for three of those shown on Fig. 5 the nucleation results eval­
uated as already mentioned for water are given on Table 2. Be­
yond the highest heat rates that are shown there the number of 
bubble sites was so large as to be uncountable. Comparison with 
the results for water that are contained in Table 2 shows the 
presence of a greater number of sites at a given rate; at q ^ 104. 
for the .S.S-3'25-11 wick, there were 40 with water and more than 
I'M) with acetone. 

E v a p o r a t i o n F r o m W i c k s I n t o W a t e r V a p o r 
With the liquid level below the bottom of the evaporation sec­

tion, vaporization lakes place from the liquid in the wick to the 
saturated vapor surrounding it, with the liquid being supplied 
from the pool by the capillary suction produced by the wick. This 
is the mode of operation characteristic of the heat pipe. It is ter­
minated by the heat rate corresponding to the limiting liquid 
supply rate, and this maximum heat rate is discussed in a fol­
lowing section, while this one considers rates below this maxi­
mum. With this mode of operation, of course, nucleation could no 
longer be observed. All that could be seen, with the 150 mesh 
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Fig. 5 Ethanol and acetone boiling on the tube covered with a wick. All 
results are for atmospher ic pressure. 

wick and with the felt metal wick, was a mist of liquid issuing 
from the wick surface at high heat rates (</ > 2 X 104). This was 
not seen with the 325 mesh wick. 

Fig. 6 shows the performance of a number of wicks at various 
pool depths in comparison to the curve H\ established by the 
submerged performance that is shown on Fig. 4, to indicate that 
the behavior with evaporation into vapor tends to be of the same 
order as it is when the wick is submerged. 

The results for the lowest heat rates are used to establish an 
apparent conductivity, kA, shown in Table 1, on the assumption 
that at this input the wick is completely full of liquid, with evap­
oration taking place only from the surface. Table 1 also contains 
the apparent conductivity, A',, which would be realized from a se­
ries arrangement of the water within and the metal of the wick. 
The observed values are closer to k„ than to an apparent coeffi­
cient for a parallel arrangement, but the apparent values are 
themselves questionable because it is not certain that there was 
absolutely no nucleation even at the lowest heat inputs, where 
perforce the accuracy of measurement was also poor. 

A continuation to higher heat rates of such conduction through 
the entire wick thickness would produce on Fig. 6 a 45 deg line 
beyond the first operating point. This is far below actuality, so 
that either the liquid must retreat into the wick or nucleation 
must take place locally within the wick, with evolution of vapor 
streams through the otherwise full wick. The latter view is in 
closer correspondence with the performance that established 
curve Hi, for when submerged, the wick should have been full 
and most of the transfer that then occurred was probably due to 
nucleation that occurred at the tube surface, with evolution of the 
vapor through "holes" in the liquid-metal matrix of the wick. 

Table 2 Number of nucleat ion sites on evaporation 
SS 325-4 ;~) SS 325-11 Felt Metal 

17.7 ( • ] . / . 10"10 I.,.., "11.9 K = 4. 

i(in) Q(watU) ^- (nil) 

SH 

q Q 

3.2 128 .26 5.8 

4.0 105 .26 

5.2 82 .34 

6.0 71 .34 9.2 

3.2 208 0.10 7.0 

5.3 141 0.10 

6.5 11? 0.11 9.0 

3.2 220 

4.5 4.4 .18 11 

6.5 3.4 .23 

7.5 2.2 .31 16 
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Fig. 6 Evaporat ion of water in the wick to its vapor. All data are for at­
mospheric pressure. Values of / vary f rom 1.5 to 4 in. 
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Fig. 7 Evaporat ion of ethanol and of acetone in the wick to the vapor. 
All data are for atmospher ic pressure. The value of / was 1.5 in. 

Evaporat ion From Wicks Into Ethanol and Acetone 
Vapor 

When operated with ethanol or acetone, the correspondence be­
tween submerged and "evaporation" performance that was exhib­
ited for water essentially was eliminated, and any similarity was 
lost completely for heat fluxes over 2000 to 3000 Btu/ft2 hr. 

Fig. 7 shows by results for a pool depth of 1.5 in. (0.25 in. below 
the heater), that at the lowest fluxes the results are in some cor­
respondence with curve B'A and they are not far from curve FES, 
the conductances at the lowest fluxes being slightly higher than 
they were when the wick was immersed. Apparent thermal con­
ductivities obtained from these results on the assumption of a full 
wick are contained in Table 1. These are greater than implied by 
a series model but they are substantially less than would be indi­
cated for a parallel arrangement. 

An increase of the heat input to a still low value of approxi­
mately 10 watts produced results near curve F3 but at this point 
instability developed, with a slow increase in the temperature dif­
ference, until stable operation was again achieved at a tempera­

ture difference of about So deg p. Higher heat inputs yielded fur­
ther stable operation at conductances about ''25 of those indicated 
by curve Bo, up to the 100 cleg F temperature difference which 
was the safe operating limit of the apparatus. There is evidence 
from the behavior of the three temperatures measured on the sur­
face of the evaporator section that the slow rise in temperature at 
an input of about 10 w was due to a gradual fall of the level of the 
liquid in the wick, and that the stable conditions found at the 
larger temperature differences involved an almost completely dry 
wick, with most of the heater input being conducted downward 
into the stainless steel portion of the tube, where the heat trans­
fer from the liquid in the wick then occurred from the short 
length of exposed wick on the adiabatic section or within the pool 
itself. 

M a x i m u m Evaporat ion R a t e With W a t e r 
At a certain heat input, for every pool depth, there occurs a de­

parture from the performance illustrated for water on Fig. 6, the 
departures involving a slow increase of the evaporator tempera­
ture, particularly at the top of the evaporator. If this increase was 
less than 1 (leg F/hr. the performance was assessed as steady and 
that performance was included on Fig. 6, but if the increase was 
greater than this the maximum evaporation rate was considered 
to have been achieved. Clearly this slow variation, appraised 
against other slow temperature changes which occurred in the 
system, made difficult the evaluation of the maximum evapora­
tion rate, and the quoted values thereof should be reduced sub­
stantially for a guarantee of indefinite steady operation of the 
system. 

Fig. 8 contains these maximum evaporation rates, as found for 
various wicks, as a function of the distance, /, from the top of the 
wick to the surface of the pool. 

This maximum rate is a hydrodynamic limitation, resulting 
from a balance between the capillary forces and those involved 
with the elevation of the fluid above the pool and the pressure 
drops associated with the fluid flow. Because of the general con­
cern with the prediction of the maximum evaporation rate, the 
analysis has been repeated often, essentially as outlined below, 
but with variations on the assumptions, particularly in respect to 
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Fig. 8 Max imum evaporat ion rates for water 
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Table 3 Maximum evaporation rates and deductions 

2.56 

6.02 

8.35 

n . i 

15.3 

20.6 

11,4 

1 

5 

15 

25 

40 

E»5 

70 

as 

wat ts 

,76 

,86 

.31 

.73 

.&) 

.90 

1 .00 

q x It 

.6? 

1.73 

3.86 

5.6 

9.7 

2 x I f / 

3.5S 60 .22 . ! 45 0 . 3 o 

. 8 20 0 . - < 

the fluid flow in the evaporation section. 
The capillary suction that is produced is (2<reos H)/r,,, when I) is 

the wetting angle and r,, is the equivalent radius of the wetted 
aperture in the wick. Taking I2<JCOS «)//> = pglsn- where lsn is the 
effective suction height, as associated with /., or lF of Table 1; this 
suction balances: 

(a) the pressure due to elevation of the liquid above the pool, 

lb) The f'rictional pressure drop in the adiabatic section, pre 
sumed to be lull, with a uniform velocity distribution. 

K (v,!6f)hpL, 
(c) The friction resistance in the wick 

/ \'dxd\ 

(/ -1H) 

Pi. 1 I 
f< &J, .. 

Here K is the permeability of the wick, \ is the latent heat of va­
porization and a is the thickness of the liquid layer in the wick. 
For a fully saturated wick <5 = bw, and for constant heat flow and 
unidimensional fluid flow, term C'c") then becomes (p.^/K)(Q/ 
p\)(l/jrdi$ivl( W i d . but it was found in early investigations of the 
maximum evaporation rate that the balance made with this form 
of term Ic) overpredieted the maximum evaporation rate. Chun 
|4] showed that b < bw yielded an improved prediction for screen 
wicks, with b equal to one or two layer thicknesses. Goluba [5] did 
this too, but also postulated a velocity nonuniform in y. and 
found for felt metal that b/bw of the order of 1/6 rationalized his 
data. Roberts [6] also took b < bw, but nonuniform in x. Consid­
ering all these variations, the contribution of term (c) can be 
made to cover a considerable range of pressure drops for the same 
flow rate. 

In addition to the foregoing pressure drops, there may be an 
additional pressure drop due to vapor flow in the wick. For an un­
saturated wick with a homogeneous liquid layer of the thickness, 
5, the vapor pressure drop for flow through the distance (bw - b) 
is negligibly small compared to terms a, b, and, c in the forego­
ing, but if there are vapor holes through the liquid layer due to 
nucleation at rate Q,\ at the surface of the evaporator tube then 
the vapor pressure drop through such a hole, of radius ro, would 
be the possibly significant amount: 

Id) (1/iwV) 
Q\/(f>r)\)b where subscript v denotes vapor properties. 

Taking all these pressure drops into account, and adjusting the 
velocity in term ft-J by the factor (1 - jV?rro2) "' to account for 
the presence of N such holes per unit area, gives the balance 

n ,,-, _ ,, ir] L EM .9___r, _L« 
PL.USH-^ (>*' • K nd5w{X()L)l' 2 

!H( o (1 
' i l l • Ev L 

(1) 

Here the vapor pressure drop is taken for a hole right at the top 
of the wick, the pressure drop for holes at lower levels would be 
accommodated by the greater liquid pressures at those locations. 

If in equation (1), b = bw and N = 0 then there is obtained the 
most elementary result. 

Q ,. / , 

which may stil) apply at / » (IH/2) even if b -v* bw and N & 0 be­
cause then the pressure drop in the adiabatic section may domi­
nate that in the evaporation section of the wick. Equation (2) can 
be rearranged to 

Q = 
Kl'l^EELi^H 

PLM' 
(3) 

PLtfsH = Pltf + K rrd6w(pL\) (/ (2) 

so that a plot of (J as a function of (/ - In/2) l should be linear 
and />« and K could be deduced from the slope and intercept. 
The inset of Fig. 8 shows this representation and indicates that 
for the 325-4 wick there is.reasonable correspondence with linear 
variation at large /. Table 3 contains Isn and K deduced in this 
way and the magnitude of Isn is of the order of the hold up 
heights indicated in Table 1. This was the only 325 mesh wick for 
which sufficient points were obtained a large /, so this K and lsn 
were used for all of the 325 mesh wicks. The values of Isn and K 
for the 150 mesh wicks, indicated in Table 3 were obtained from a 
similar plot. 

For the major region in which Q is not given by equation (3) 
the values of K and Isn deduced from it for large values of / 
could, in principle, be used in equation Ul to determine the re­
maining terms. But the data are not accurate enough to enable 
the determination of b/bw. A', Qy, and r0 from the simultaneous 
solution of equation (1) for four different values of/, so that only the 
aggregate of the terms (H/2 [(<5iv/<5Kl/(l-/Wr0

2))-l| + (nr/K) 
(l/irr0

2)(Qs /{/>v\))h can be evaluated. Then a value of <5/<W can be 
evaluated for Qs = 0 or with & = bw a value of r0 can be deduced 
from the values of f/.v given in Table 2. 

For the first assumption, N = 0, the resulting values of b/bw 
that are indicated in Table 3 are much less than unity, like those 
of other investigators, but the values are erratic because of exper­
imental uncertainty in the determination of Q. For the S.S"-325-4 
wick b/bw is V3 01 less, and for the SS-325-11 wick about V10l so 
that in both cases the effective liquid layer thickness is about one 
screen layer. This in turn raises serious questions about the use of 
the permeability, K, which was deduced for conditions of a domi­
nant pressure drop in the presumably full adiabatic section. The 
felt metal wick gives b/bw as small as %, similar to the V6 used by 
Goluba [5] for a stainless steel felt metal wick. In a contradictory 
result, Corman and Walmet [7] indicate agreement with N = 0, 
bw = b, using a higher permeability (7.1 x 10' 1 0) , for wicks just 
like the felt metal wick with thicknesses up to 40 mils, though for 
higher bw than this those results indicate b < bw • 

Conversely, it can be assumed that b = bw, with Nirro2 <K 1; 
Q.\ can be taken as about 1 w, and the value of r0 evaluated. The 
consequence, shown on Table 3. is of the order of r0 = 6 mils (or 
about 2 mesh widths). With N = 75 sites on the screen this gives 
Nirr0

2 = 4 x 10 - 3 , small enough to be neglected. This shows that 
the vapor holes, even if of appreciable diameter, can produce a 
vapor pressure drop like that needed to produce the observed 
maximum evaporation even if<5 = bw. 

Poss ibi l i ty of a M a x i m u m Rate With Alcohol and 
Acetone 

The results for acetone and alcohol are not amenable to the 
foregoing analysis because the limitation shown on Fig. 7 near q 
= 2 x 103 Btu/(ft2 hr) was observed also with pool depths greater 
than 1.5 in. If, despite this, equation (3) is applied for this depth 
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for a heat input of about 10 w, and if Isn is taken as the rise 
height of 4 in. rather than a larger hold up height, than the 
values of h/bw indicated for A' = 0 are 0.18 for the lour layer 325 
mesh wick and 0.08 for the 11 layer wick. These values are of the 
order indicated in Table 3 for water, but their specification in 
terms of the rise height implies that some failure of capillarity 
may be the true cause of the limited maximum rate. 

If the wick is taken to be full, a = hw, with holes through the 
liquid, the retention of the value bsti = 4 in. and the choice of Qs 
to be of the order of 1 w (indicated by the difference between the 
points below and above curve FES on Fig. 5 and the nucleation 
site counts on Table 2) yields from equation (1) for the 325-4 wick 
a value of r0 about the same magnitude as indicated for water. 
Thus, as for water, the hole concept could account for the limita­
tion on evaporation as well as does the one of reduced liquid layer 
thickness in the wick. 

Summary 
With water, up to heat fluxes of 5 x 104 Btu/ft2 hr, the magni­

tude of the heat transfer coefficient, q/(Tu- - TJ , is of the same 
magnitude for the screen or felt metal wrapped tube as for the 
bare tube. Thus the nucleation that occurs with the wrapped 
tube must originate at or near the tube surface. The performance 
with evaporation from the wick to surrounding vapor is also simi­
lar to that in the submerged condition, so that it can be implied 
that the same kind of nucleation persists, though in this mode of 
operation the performance could also be rationalized by the as­
sumption of a retreat of the liquid surface into the wick. Both 
views can also partially rationalize the observed maximum evap­
oration rates in terms of an increased flow resistance in the evap­

oration section of the wick, one by an increased liquid flow resis­
tance due to a liquid layer thinner than the wick and the other by-
vapor flow resistance in holes connecting the nucleation sites at 
the tube surface with the exterior of the wick. 

With alcohol and ethanol, the presence of the wick does make a 
difference in the submerged performance. Thicker screen wicks 
give poorer performance while the thick felt metal gives about the 
same performance as does the bare tube. But with evaporation 
into surrounding vapor the performance is similar to that when 
immersed only at the lowest heat rates. This performance termi­
nates at a low input anil the conductance at higher inputs is very 
much lower. This failure in wick performance can be associated 
weakly with a maximum evaporation rate if the capillary suction 
is appraised from the observed values of static rise but its true 
nature remains indecisive: it may be as much due to a failure ol 
capillary suction as to the fluid friction in the wick. 
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Experimental Study of Turbulent 
Flowing Tube With Wall Suction 
The effect of wall suction on the turbulent flow of air in a porous tube has been studied. 
Measurements of the radial distribution of the turbulent velocity fluctuations were ob­
tained over a range of Reynolds numbers from 104 to 2 X 10s. Various suction rates were 
employed, for both local suction over a short length of tube and continuous suction over 
various lengths. The results obtained for local suction (step reduction in Reynolds num­
ber) show that approximately 40 dia are required for the turbulent velocity fluctuations 
to reach flow equilibrium at the lower downstream value of the Reynolds number. The 
results for the case of continuous suction show that after a short suction length, there is% 

an apparent increase in the turbulence level compared with that found at the same Rey­
nolds number with no suction. This appears to be due to the greater turbulence level 
which exists at the higher (presuction) Reynolds number. Longer suction lengths, above 
40 dia, always result in a decrease in the turbulence level compared with turbulent flow 
with no suction at the same Reynolds number. The present results suggest that simple 
mixing-length models, incorporating local flow parameters, may be inadequate to de­
scribe the turbulent momentum transport in a tube with surface suction. Certainly, the 
existing mixing-length models should be re-examined in the light of this new experimen­
tal data. 

Introduct ion 

It is known that the withdrawal of fluid through the flow 
boundary (surface suction) had a marked effect on the turbulent 
transport of heat, mass, and momentum. For external flows, this 
effect has been studied thoroughly, both analytically and experi­
mentally [1-4],x and it is well established that the suction has a 
laminarizing effect. Less work has been done for tube flow, and 
contradicting results are reported in the literature. Kinney and 
Sparrow [5] approached the problem analytically and developed a 
model for the prediction of the flow field from basic equations. In 
their analysis, they used the usual mixing length relation with a 
Van Driest damping factor [6] modified for wall suction, and the 
model predicts that the turbulence level (i.e., mixing length), at a 
fixed distance from the wall, should increase with suction. A simi­
lar analytical model, but with different modification of the Van 
Driest damping factor, was presented by Merkine, Solan, and 
Winograd [7]. Similar mean axial velocity profiles and pressure 
drops are predicted by the two models. However, in contradiction 
to the model of Kinney and Sparrow, the model of Merkine, et 
al., predicts a decrease of the turbulence level (i.e., mixing 
length) with suction. Both analytical approaches assume local 
similarity in the velocity profiles. 

The results of the few experiments that are reported in the lit­
erature are also in contradiction. Weissberg and Berman [8, 9] 

1 Numbers in brackets designate References at end of paper. 
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Division, August 24,1973. Paper No. 74-HT-BB. 

measured the velocity field and pressure drop in tube flow with 
suction, and observed that the turbulence levels over the entire 
cross section are lowered by suction. The suction length varied in 
their experiments from 25 to 70 dia. Aurille [10] measured veloci­
ty profiles and pressure drops in turbulent pipe flow subjected to 
uniform suction and also concluded that the turbulence level is 
lowered by suction. Recently, Aggarwal, et al. [11] measured pres­
sure gradients, temporal mean axial velocity profiles, and the tur­
bulent velocity fluctuations over a wide range of Reynolds num­
bers and ratios of the transverse ("suction") velocity to mean 
axial velocity. Unlike the experimental results of the previous in­
vestigators, it is reported in [11] that the turbulence level was 
found to increase with suction. The maximum suction length in 
those experiments was less than 10 dia. 

While the contradiction between the predictions of [5, 7] results 
from the different modifications of the Van Driest damping factor 
introduced in the models, the disagreement between the experi­
mental results is obviously due to some difference in the experi­
mental conditions. Therefore, the present work was undertaken in 
order to better understand the reasons for the contradiction be­
tween the reported experimental results and to find sound experi­
mental evidence in support of one of the analytical models. 

The Exper imenta l S y s t e m 
The experimental setup, shown schematically in Fig. 1, was 

constructed so that the suction length could be varied from 0 to 
90 dia. In this way, the flow conditions of both [8, 11] could be re­
produced. Air from the main blower was delivered through fine 
mesh screens and a calming chamber into a 0.060m dia and 5.4m 
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long porous tube. The porous tube was composed of six polyethyl­
ene sections, each 0.9m long, supplied by Bel Art, Inc., New Jer­
sey. The pore size of the tube's wall was 60M, and its relative 
roughness, t/D, was 0.0115. The permeability of the tube was 
checked in the azimuthal and longitudinal directions and was 
found to be uniform. The ends of each section were machined in 
order to reduce the discontinuity in the joints to less than the 
roughness size. The test section was leveled with the aid of a 
theodolite and its alignment was checked by means of a laser 
beam. 

Eighteen static pressure taps, at equal distances, were provided 
along the tube. The inlet Reynolds number could be varied be­
tween 104 to 2 X 10° and suction rates, a (the ratio of the 
transverse velocity at the wall, vw> to the temporal mean axial 

velocity averaged over the cross section, um) between 0 to 0.02. 
The suction was provided by an auxiliary suction blower through 
a suction header which was connected through flow meters and 
gate valves to eighteen suction chambers which surround the po­
rous tube (see Fig. 1). Each suction chamber was isolated from 
the others so that the flow rate through each, and correspondingly 
the average suction velocity through the 0.30m long porous tube 
section which it surrounds, could be controlled and measured in­
dependently by means of the gate valve and flow meter connect­
ing it to the suction Header. 

Measurements of the mean axial velocity and the turbulent ve­
locity fluctuations were taken with a DISA 55D01 constant tem-

• - perature anemometer with 5 percent accuracy. A hot wire probe, 
DISA type 55A22, was used for axial velocity-fluctuation mea­
surements, and. an X-probe made on special order by Thermo-
Systems Inc., was used for the transverse velocity fluctuations. 
The probes were calibrated before and checked after each run in a 
TSI 1125C calibrator. A micrometric stage with 0.01mm accuracy 
allowed for radial traverse of the exit plane of the porous tube. 

In order to test the equipment, two sets of preliminary experi­
ments were carried out. The first set was performed in a smooth 
(nonporous) tube and the results of the measurements were com­
pared and found to be in agreement with those of Laufer [12]. The 
second set of experiments was carried out in the porous tube but 
with no suction applied. This set was a basis for comparison to 
the data of the experiments with suction. 

Experimental1 Results 
Results With Local Suction. In the first set of experiments, 

the flow was subjected to local suction by withdrawing fluid 
through one chamer only (5 dia in length). Measurements were 
always made at the outlet of the complete setup (that is at the 
open end of the test section). The downstream mean axial veloci­
ty profile and radial distribution of the turbulent velocity-fluctu­
ations were measured for varying upstream locations of the suc­
tion site. This varied from x/D = 5 (the last chamber) to x/D = 
60 (corresponding to suction from the first chamber). In this way 
the length required for the flow to readjust from the higher up­
stream (presuction) Reynolds number to the lower downstream 
Reynolds number could be determined. 

Typical results are shown in Figs. 2 and 3. The radial distribu­
tion of the mean axial velocity shows that the effect of the local 
suction is to flatten the velocity profile over the central portion of 
the flow. The adjustment is made within 10 to 15 dia from the be­
ginning of the suction site. For longer distances, the profile is in­
distinguishable fromx the fully developed velocity profile at the 
same (downstream) Reynolds number. However, it is clear from 
the radial distribution of the axial turbulent-velocity-fluctua­
tions, that the effect of the local suction extends much further 
downstream than 15 dia. Only after 45 dia is the turbulence pro­
file the same as that for a turbulent flow with no suction but at 
the same exit Reynolds number. The radial distribution at the 
upstream Reynolds number is also shown in Figs. 2 and 3, and it 
should be noted that at no point in the cross section is the rela­
tive turbulence increased by the suction. 

The results of Fig. 2 are examined further in Fig. 4. Here, the 

. N o m e n c l a t u r e . 

D = inside diameter of the um 

porous tube 
P(u'/ViFr) = probability density of 

(u' /Vu'*) ue 

Re = Reynolds number [= 
pumD/fi] 

r = radius of the porous tube u' 

. . . . . . . [=D/2] 
um = temporal mean axial veloc- Vu72 

. i t y •'•''• • liui 

temporal mean axial veloc­
ity ' averaged over the 
cross section 

temporal mean axial veloc­
ity averaged over the exit 
cross section 

axial turbulent velocity 
fluctuation , 

RMS value of u' 
radial velocity at the wall 

v' = radial turbulent velocity 
fluctuation 

x = axial distance measured 
from the beginning of the 
suction site 

y = radial distance, measured 

from the wall 

a = suction ratio [= uw/i2m] 

e = wall roughness size 

Journal of Heat Transfer AUGUST 1974 / 339 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



turbulence level in the center of the tube (y/r = 1) and near the 
wall (y/r = 0.08) is plotted as a function of the distance from the 
upstream end of the suction site. In the center of the tube, the 
turbulence decays monotonously like (x/D)-1'2 from the high 
Reynolds number level to the low Reynolds number level, much 
like the decay of isotropic turbulence behind a grid. Near the wall 
there is a sharp decrease in the turbulence followed by a slow ad­
justment to the far downstream level. Similar results were ob­
tained for the transverse turbulent-velocity-fluctuations. 

Results With Continuous Suction. When wall suction is ap­
plied to a tube flow, the Reynolds number decreases continuously 
along the tube length. This is unlike the situation in tube flow 
without suction in which the Reynolds number is a constant. 
With sufficiently large suction rates, flow conditions that might 
be called "fully developed" (to which the analytical models of [5, 
7] apply) would never be realized because all the fluid is removed 
through the wall before local flow equilibrium is established. In 
the present set of experiments, entrance flows and suction rates 
were selected such that the effect of the varying length of the con­
tinuous suction could be observed at the exit of the tube for a 
fixed exit Reynolds number (based on the temporal mean axial 
velocity) which is maintained there. Approximately uniform suc­
tion ratios, a, were achieved by adjusting downward the flow rate 
through each suction chamber (and thus Uw). in proportion to the 
change in the average axial velocity resulting from the suction. 
Measurements were taken for varying exit Reynolds number (104 

< Re < 7 X 10") and suction ratios (0.001 < a < 0.018). 

Typical results, for Re = 2.1 X 104 and suction ratios of a = 4 
X 10~3 and a = 2.69 X 10"3, are shown in Fig. 5 and 6, respec­
tively. From these figures, it is clearly seen that after suction has 
been applied along a sufficient length, a fully developed flow is 
established in the sense that the normalized velocity distribution 
is independent of the suction length required to achieve a given 
exit Reynolds number. Just as for the results obtained with local 
suction, the fully developed distribution of the temporal-mean 
velocity is reached after about 10 dia. Also, it takes over 40 dia 
for the distribution of the turbulent velocity-fluctuations to be 
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fully established. After suction has been applied over a short 
length only {x/D < 10), the turbulence level in the center of the 
tube is above that of the same Reynolds number but with no suc­
tion. This is in accord with the findings reported by Aggarwal, et 
al. [11]. However, as the suction length increases {x/D > 25), the 
turbulence level decreases. This is in agreement with the observa­
tion of Weissberg and Berman [8, 9] that turbulence level is low­
ered by suction. 

The results of Fig. 6 are replotted in Fig. 7, in the form of tur­
bulence level at the center of the tube and near the wall as a 
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function of the suction length. The turbulence level at the up­
stream point (prior to where suction has been started) and at the 
exit plane for the same Reynolds number but with no suction, are 
also indicated in Fig. 7. The upstream turbulence (lower portion 
of the figure) varies with x/D because the longer the suction 
length, the higher the upstream Reynolds number must be in 
order to maintain the same exit plane Reynolds number. 

In the center of the tube, the turbulence level first increases to 
a maximum and then decreases to a level below the turbulence at 
the same Reynolds number but with no suction. At no point, 
however, is the turbulence higher than its upstream value. 

Near the wall, the turbulence decreases sharply immediately 
after the suction has started. It then rises, never exceeding the 
upstream level, and with continued suction it drops slowly to its 
fully developed level. 

0 15 

0 1 0 

0 0 5 

" 
W A L L ——-y 

f , 

• CENTERLINE l \ 

i i i V 

Fig. 9 Amplitude probability density of u ' f luctuations at the center and 
near the wall of the lube with no suction 

Discuss ion and Conclusions 
In varying the suction length continuously from 5 dia to 90 dia 

the apparently contradicting results of Weissberg and Berman [8, 
9], and Aggarwal, et al. [11] were found to be reproducible. Recall 
that the results obtained for local suction show that the decay of 
the turbulence level after a step reduction in the Reynolds num­
ber occurred over a length on the order of 40 dia. The length re­
quired for the establishment of a fully developed turbulent flow 
with a continuous suction was found to be of the same order. This 
suggests that the apparent increase in the turbulence level in the 
center of the tube, which is observed after suction has been ap­
plied over a short length, results directly from the fact that the 
turbulence there was generated at a higher upstream Reynolds 
number. 

The dependence of the turbulence in the center of the tube on 
the suction length, which shows an increase to a maximum and 
then decreases to the fully developed level, results from the com­
bined effects of the axial convection of turbulence generated at 
higher upstream Reynolds number, together with the decay of the 
turbulence as a result of the suction. The turbulence near the 
wall exhibits a more complicated behavior which points to the ex­
istence of a third effect, the radial convection of turbulence from 
the center (where it is lower) to the wall, a mechanism which 
contributes to the sharp decrease in the turbulence near the wall 
immediately after the start of suction. 

To gain a better picture of the foregoing lateral transport mech­
anism, amplitude probability density measurements were taken 
at the center of the tube and near the wall, with and without suc­
tion. The results, shown in Figs. 8 and 9, support the assumption 
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that as a result of the suction, radial convection of turbulence 
from the center to the wall contributes to the turbulence near the 
wall. For flow with short suction (i.e., in the transition zone), the 
amplitude probability density distribution near the wall is almost 
the same as that in the center (Fig. 8), which is the same as the 
distribution in the center of the tube with no suction. This is un­
like the well-known situation which is found when no'suction is 
applied (Fig. 9). In this latter instance, there is a distinct differ­
ence between the amplitude probability density distribution in 
the center and near the wall. 

In conclusion, the turbulence level in fully developed turbulent 
flow with suction, to which the analytical models of [5, 7] apply, 
seems to be lower than in the corresponding turbulent flow with 
no suction. From the phenomenological point of view, this result is 
in favour of the analytical model proposed by Merkin, et al. [7], 
but basically the flow seems to be much more complex than origi­
nally thought, and the simple mixing length models fall way short 
of describing the effect of suction on turbulent pipe flow. Much 
more experimental work especially in the transition zone, is clear­
ly indicated. 
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Mass Transfer Cooling of Laminar Flow 
Between Parallel Porous Rates 
The limiting temperature and mass concentration profiles and the limiting wall Nusselt 
number are obtained for the laminar nomsothermal flow in a tieo-dimensional porous 
channel- Results are reported for a uniform rate of injection at the trail of a foreign com­
ponent of higher thermal capacity than the fluid in the channel. An exact solution of the 
diffusion equation is found while numerical and analytic solutions of the energy equation 
are discussed for small injection rates. It is shown that the enthalpy transport resulting 
from the diffusion process has an effect equivalent to increasing the Prandtl number. It 
is also found that, for a given injection velocity at the wall, the limiting. Nusselt number 
is significantly reduced by the injection of a foreign component of high thermal capacity. 

1 Introduction 

In recent years a great deal of attention has been focussed upon 
the use of transpiration cooling as a means of maintaining tolera­
ble surface temperatures within the flow of a hot fluid. This 
method appears to have first been used to protect airfoil surfaces 
in hypersonic flight. As a result, many authors have considered 
the problem of mass transfer in laminar boundary layer flow over 
a porous flat plate, and a comprehensive survey has been given 
by Hartnett and Eckert [l].1 It was also thought that these 
boundary layer solutions might be applicable to transpiration 
cooling problems associated with combustion chambers, rocket 
motors, gas turbine blades, and nuclear reactor cooling systems. 
However, since analytic and numerical solutions to the full Na-
vier-Stokes equations for the flow through a porous pipe and 
through porous parallel plates have now been developed, it is pos­
sible to attempt solutions to the corresponding mass transfer 
problems. In particular, the validity of results for flow through 
porous channels and pipes based on the boundary layer assump­
tions can be tested. 

The first attempt to solve the latter class of problems was 
made by Yuan and Finkelstein [2] who investigated nonisother-
mal laminar flow through a porous pipe. They assumed that the 
suction or injection at the wall was small and obtained the heat 
transfer coefficient when the flow experienced a discontinuous 
change in wall temperature. More recently, Kinney [3] extended 
Yuan and Finkelstein's results to discuss the fully developed skin 
friction and heat transfer coefficients and Libby. Lui, and Wil­
liams [4] have given a detailed discussion of the pressure and frie-
tional characteristics in the entry length of a porous pipe with 
isothermal mass transfer. Variable property solutions of the heat 
and mass transfer problem in a circular pipe have been given by 
Yuan and Peng [5, 6]. 

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, July 23, 1973. Paper No. 74-HT-FF, 

Solutions to the heat and mass transfer problems for flow 
through porous parallel plates have been given by Terrill |7] and 
Terrill and Walker [8). They considered a flow which experienced 
a discontinuous change in wall temperature corresponding to the 
solutions of Prins, Mulder, and Schenk [9] and Hatton and Tur-
ton [10] for impermeable plates. Raithby (11, 12] discusses the 
thermal entrance and thermally developed regions for both the 
porous circular pipe and porous parallel plate geometries. He con­
siders a wide range of wall suction Reynolds numbers and gives 
solutions for both the constant wall temperature and constant 
heat flux boundary conditions. All these results show that the 
heat transfer coefficient at the wall decreases with increasing in­
jection and increases with increasing suction. 

A variable property heat transfer solution for porous parallel 
plates has been reported by Doughty and Perkins [13] who show 
that the principal effect of property variation is to slightly in­
crease the Nusselt number above its constant property value. The 
previous papers were all concerned with the injection of a like 
fluid through the wall whereas the present paper determines, for 
a fixed rate of injection, the effect upon the heat transfer coeffi­
cient when a foreign component of higher thermal capacity is in­
jected at the wall. The injection of a foreign component through 
the wall gives rise to an additional equation, the diffusion equa­
tion, which must be solved together with the Navier-Stokes. con­
tinuity and energy equations. It also introduces an extra term 
into the energy equation corresponding to the net transport of en­
thalpy within the system. Hartnett and Eckert [1] neglected this 
term by assuming that the specific heats of the individual compo­
nents were not too different. The enthalpy transport term was 
also neglected by Sparrow and Yu (14] in their consideration of 
the fully developed temperature and mass fraction profiles for the 
injection of a foreign component through the walls of a porous 
parallel plate channel when the velocities of injection at the walls 
are unequal. Papers in which the enthalpy transport term has 
been included have usually been primarily concerned with vari­
able property solutions. For example, the paper by Yuan and 
Peng [6] on pipe flow, the paper by Sparrow, Minkowycz, Eckert, 
and Ibele [15] on the effects of diffusion thermo and thermal dif-
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fusion in the variable property boundary layer and also the paper 
by Hurley |Hi] which dealt with the effects of injecting various 
different fluids into a mainstream boundary layer flow. In the 
present constant property analysis the enthalpy transport term 
will be retained and it will be seen to be significant. 

2 T h e E q u a t i o n s of Mot ion 
A fluid, with constant properties, flows between two porous 

parallel plates. Take x and y to be the distances measured paral­
lel and perpendicular to the channel walls, respectively, and u 
and c to be the velocity components in the directions of x and v 
increasing, respectively. Choose a nondimensional distance i; = 
y/h such that r\ = 0 is the center of the channel and i\ = ±1 at 
the walls. Herman (17] has shown that the equation of continuity-
can be satisfied bv 

)/'(7j); r = Vfiv), W 

where V is the constant velocity of suction at the wall and {/ is 
the velocity of the fluid in the x direction at x = 0. The Navier-
Stokes equations reduce to 

(2) _/'"+ Riff" - / / ' " ' ) = 0 

with boundary conditions 

/ ( 0 ) = 0 / " (0 ) = 0 

/ ( l ) = 1 / ' ( I ) = 0, 

where R = Vh/n is the suction Reynolds number. For small R, the 
solution of (2) and (3) is given in [18]. namely, 

fill) = i\n - f r/3) t- R/280(-riT + 3rf - 2n) + 0(R2). (4) 

It is worth noting that solution (4) is accurate for - 7 < R < 7. 

3 T h e M a s s T r a n s f e r P r o b l e m 
The injection of a foreign component into the fully developed 

flow of the primary component begins at x = 0. Conservation of 
mass gives rise to the diffusion equation 

a2.. tiiO 
= 0,2(-

7v" 
(5) 

where u> is the mass fraction of the diffusing component, and 
where l)\2, the coefficient of diffusion, is constant. Write W = 1 
- UJ and neglect the longitudinal diffusion compared to the lateral 
mass diffusion; then equation (5) becomes, after substitution of 
the velocity components from (1), 

c 2 i 

(1 RSc^f'yr,) (RSc)f(v 
37] ar/2 

(6) 

where £, - .r//iR*Sc. rj = y/h. Sc = i'/D 12 is the Schmidt number 
and R* = I'h/v is the channel Reynolds number. The boundary 
conditions on Ware 

W'= 1 at t = 0, - 1 - v •[ 1; 

by s y m m e t r y , — = u at TJ 
d'q 

£ > 0; (7) 

and RSc W 
dW 

dri' 
at TJ = ±1, 0. 

The final boundary condition on W was obtained from the condi­
tion that the net mass flux of the primary component at the wall 
is zero. It is clear from (6) that the parameter of major impor­
tance in the solution for W. and hence u\ is the product RSc. This 
result is not surprising since the analogous heat transfer problem 
is strongly dependent upon the product RPr. The deviation from 
total dependence upon these products is brought about by the 
f(ri), which, from (4), is weakly dependent upon R. 

A solution of (6) can be found by writing W(£, rj) = A'(()M(i|); 
it follows that 

;V(£) = (1 - R S c £ ) 7 2 / R S c (8) 
and 

M"(n) - RSci(t))M'(v) + y2f'(vMv) = 0, (9) 

(3) where 7 is a constant. Thus the solution of the diffusion equation 

1 = Wit.-q) =EEt(l - R S c O r ' 2 / R S c M y 0 ; ) ; (10) 

The E, are constants to be determined from the boundary condi­
tion at £ = 0, and the Mj(ri) are those eigenfunctions. correspond­
ing to eigenvalues ->,, for which solutions of (9) satisfy the bound­
ary conditions 

Mj(0) = 1 .v;/(0) = 0 
( i i ) 

RScAl/r,) = Al/(r)) for 7; = ±1. 

It can be shown that the eigenfunctions Mj(r\) (j = 1,2,3, . . ..) obey 
the usual orthogonality relationships and that the constants E, 
are given by 

Ej = - 2 / V , [ aw. 1 dzM, 

RSc 9y,.37j „=1 

(12) 

Numerical solutions of equation (9). subject to (11), were ob­
tained by means of a Runge-Kutta procedure on the computer. 
Only the first, and most important, eigensolution will be dis­
cussed here as it alone affects the heat transfer problem under 
consideration and, sufficiently far downstream, the fully devel­
oped concentration profile is given by this eigensolution. Further 

. N o m e n c l a t u r e . 

Bn(v) = eigenfunctions 
-#o(0l(i?) = first eigenfunction for no in­

jection 
B0'""{ri) = corrections to eigenfunctions 

for small injection 
Cp - specific heat at constant pres­

sure 
D\i ~ coefficient of diffusion 

D = constant defined by equation 
(27) 

E, = eigenconstants given by equa­
tion (12) 

f(r]) = function defined in equation 
(1) 

2h = channel width 
k = thermal conductivity 

K0 = eigenconstant defined in Sec­
tion 4 

Mj(t)) = eigenfunctions 
Nu* = limiting Nusselt number 

Pr = uCp/k = Prandtl number 
R = Vh/v = suction Reynolds 

number 
R* = Uhjv = channel Reynolds 

number 
Sc = »/D\2 = Schmidt number 
T = temperature 
U = velocity of (luid at x = 0 
V = constant velocity of fluid at 

the wall 
x, y = distances measured parallel 

and perpendicular to the 
channel walls, respectively 

Y 0M° 
T*7O 

= derivative of eigen­

function with respect to 
eigenvalue 

(3o2 = eigenvalue 
7 / = eigenvalues 

IJ = y/h = nondimensional dis­
tance perpendicular to the 
channel walls 

c = kinematic viscosity 
£ = x/(hR*Sc) = nondimensional 

distance along the channel 
p = density 

r-r,, 
7'o - r „ 

nondimensional 

temperature 
a-- = mass fraction of the foreign 

component 

Subscripts 
1 = foreign component 
2 = primary component 

!/' = wall 
CL = center line v = 0 

344 / AUGUST 1974 Transactions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 0.2 0-4 0.6 0.8 -

Fig. 1 Mass concentration profiles 

eigensolutions can be obtained from the authors. Profiles, for sev­
eral values of R and Sc, evaluated at the cross section given by 
x/h = R*/5, are shown in Fig. 1. 

An analytical expression for the first eigensolution will now be 
attempted. The equation for Mo(ii) is 

M0"(V) - RScf(ri)M0'(V) + y0
2/'(T))M0(r)) = 0 (13) 

with boundary conditions 

M„(0) = 1, AV(O) = 0, RScM„(l) = M 0 ' ( l ) . (14) 

When the injection Reynolds number is small, it can be shown, 
alter considerable mathematical work, that 

y„2 = - R S c . (15) 

For this value of yo2 equation (13), subject to boundary condi­
tions (14), can be integrated exactly, viz. 

M0(v) = exp{RSc//(7?)d77} (16) 

The solution (16) is remarkable since it is an exact solution of the 
diffusion equation. (In fact (15) and (16) are the solution of (13) 
for all values of R; for large R the appropriate f(r}) is given in 
[18].) There is perfect agreement between this exact solution and 
numerical results. It is worth noting that the variation of the 
i'of(v)dri with R is very small, so that, M0(i?) depends almost en­
tirely on the value of the product RSc. 

To complete the first eigensolution, £0 , given by (12), must be 
found. Write Y(rj) = riMo/rtyo; then differentiating (13) with re­
spect to 70 gives 

Y"(ri) - RSC/(77)F ' (T?) + y0
2/'(t))F(r)) = -2y0/'(r,)A/0(r)) , (17) 

while the boundary conditions are 

F(0) = 0, F ' ( 0 ) = 0 . (18) 

By integrating (17), subject to (18), it can be shown that 
l 

E(l = [J f'ivWoWdvY1- (19) 
o 

Substitution for firj) from (4) and M0(l) from (16) yields 

i?0 = 1 - R S c ( 0 . 1 3 9 2 9 + 0.00034R + 0.00003R2) 

+ R 2 Sc 2 ( -0 .00048 + 0.00002R) 

+ R3Sc3(0.00044) + 0(R4Sc, R4Sc2, R4SC3), (20) 

after the exponential has been expanded for R small. The values 
of Eo obtained from (21) agree to within an error of at most 10 4 

with numerical results for the range of values of R and Sc used in 
Fig. 1. It follows that when particular values of R and Sc arc-
specified, accurate results for M0(i)l, >o and E0 can be obtained 
from (15), (16), and (20) thus rendering numerical solutions for 
M0(i?) unnecessary. 

4 T h e H e a t T r a n s f e r P r o b l e m 
The effects of a discontinuous change of wall temperature at .v 

= 0 can now be studied. Suppose that the constant temperature 
of the walls and fluid is 7* = T0 for x < 0 while for x > 0 the con­
stant temperature of the walls is T = 7V. For constant fluid 
properties the equation of energy may be written as 

pCp (it <)T 
<)v A'( 

itlT irT, 

i)T i)u 
pDn{Cp\ - - C p , ) ( - 7 T 7 - ; + 

<>y Hy 
(21) 

where Cp and Cp, are the specific heats at constant pressure of 
the mixture and species /, respectively, and k is the thermal con­
ductivity. The work due to the pressure gradient and viscous dis­
sipation have been neglected in deriving (21) while the final term 
in the equation accounts for the net transport of enthalpy within 
the system. Introducing a nondimensional temperature 

T - 7' 

T„ T„ 

and neglecting the longitudinal heat conduction and enthalpy 
transport, equation (21) may be rewritten as 

u2i _Pr 
Sc 

dO 38 1 -B.Sc£)f'(ri)c— + R P i f f a ) 
<it ' or/ ~~ <)T]2 

Cp2, P r bd dto 

where Pr 
tions on II arc 

Cp SC 67} 07) ' 

MCp/k is the Prandtl number. The boundary condi-

e = l 

e = o 
3(9 

= 0 

at £ = 0, 

for £ > 0, 

for £ > 0, 

1 

(23) 

- 1 < 7J < 

7] = ±1 

7] = 0 

the last condition arising from symmetry. 
To make further progress with the solution of (22) it is usually-

assumed that the enthalpy transport term is zero. Here the term 
(dw/iiri) will be taken to vary slowly with £ so that the resulting 
solution will be almost asymptotic. Hence from (10), 

du>' "" RSC^-UVCT?) , ( — ) 
8T) 

•EA\ (24) 

which is evaluated at a particular value £0 of £ and which is 
taken to be almost constant. 

The asymptotic solution of (22) is obtained by writing 

e(Lv) = A(i)B(q) 
which y ie lds 

, rCo 0 1 

6 = K0(1 - R S c O 8 " /RPrB„(r)) 
w h e r e 

"aAi v\ 
The first eigenfunction ftodj). corresponding to the first eigenva­
lue pV satisfies 

B„"(T?) + { ^ ( ^ ^ - K ^ ) " RPr/(7?)|B0 '(7,) 
d?) 

and 
+ /3 0

2 / ' (T )>£OW = 0, (25) 

(26) £ 0(0) = 1, £ 0 ' ( 0 ) = 0, 7J0(1) = 0. 

Numerical solutions of (25) were obtained about the cross section 
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xa/h = R*/o at first, by using the first three eigenfunctions in 
(Ouj/iiqt and ihen by using just the form (24); the difference between 
the numerical results obtained was negligible. The resulting solu­
tions were used to compute the nondimensional temperature pro­
files shown in Fig. 2 for various values of R. Pr, Sc, and D where 

D = (^\~^)E,(1 - RSc£0)
_1. (27) 

A simplified analytic solution exhibiting the effects of the vari­
ous parameters on the temperature will now be developed. For 
small R, equation (25) reduces to 

B„"(v) - R P r f l + £>]/vr,)£„'(??) + /30
2 / ' (T/)B0(T;) = 0. 

Following [8|, the solution of this equation gives 

$ = {1.2008 - 0.0568 RPry'D + 1) + 0 .0264R 2Pr 2 (D + I)2 

+ 0.0008R} x (1 -RScOS( |2 /RPr{Bo<0>(T?) + R P r ( 0 

v DB^'tn) + R 2 Pr 2 (D + l ) 2 B 0
u u ( r ? ) + RB0

( iv)(r?)} , 

whe re , i / = 2/3{2.828 - O .75RPr(0 + 1) 

+ 0 .065R 2 Pr 2 (D + l ) 2 + 0 .008«} 

and the functions B0""!(>/) are tabulated in [8]. Profiles of 
the nondimensional temperature ft calculated from this analytic 
solution were in excellent agreement with the numerical results 
shown in Fig. 2. A limiting Musselt number Nu* can also be ob­
tained by following t he analysis of [8|, and thus 

Nu* = 3.770 + R P r ( D + 1) + 0 .086R 2Pr 2 (D + l ) 2 . (28) 

Values of Nu* obtained from (28) are in excellent agreement with 
the numerical results shown in Fig. 3. 

(> D i s c u s s i o n 
The assumption that the fluid properties remain constant 

means that the governing equations mav be solved independent­
ly. 

In Section 3 an exact analytic solution for the first eigenfunc-
tion of the diffusion equation is found, which is valid lor all R. It 
is seen that the mass concentration w is almost totally dependent 
upon the product RSc. For example, the difference between the 
solutions for a when R = -1 .0 . Sc = 0.1 and when R = - 0 . 1 , Sc 

O 0.2 0.4 0.6 0.8 1.0 

Fig. 2 Temperature difference ratio 
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= 1.0 is negligibly small. Some profiles of the limiting mass con­
centration u;, evaluated at the cross section x/h - R*/5, are 
shown in Fig. 1 for a range of values of RSc. The figure shows that 
the mass concentration increases with increasing |RSc| and that, 
for a fixed value of RSc, the mass concentration gradient is posi­
tive and increases to a maximum value at the wall. 

In Section 4, we see that when the enthalpy transport term is 
included in the energy equation, eigensolutions of this equation 
can be found if it is assumed that <'ta/r'/ij varies slowly with £. In 
this case the energy equation separates to yield a solution which 
shows that the major effect of injecting a fluid of higher thermal 
capacity than the primary component is to increase the Prandtl 
number by a factor (/) + 1). The mass transfer Peclet number 
RPr is also increased by this factor and, as in Terrill and Walker 
(8), it is found that as the magnitude of the modified Peclet num­
ber increases the magnitude of the temperature gradient at the 
wall decreases. This result is exhibited in F'ig. 2 which shows lim­
iting nondimensional temperature profiles for various R, Pr, Sc, 
and 1), The limiting Nusselt number Nu* also decreases as the 
magnitude of the Peclet number increases. Fig. 3 shows that Nu* 
decreases almost linearly with increasing |RPr(I) + 1)| over the 
range of values of RPr(/J + 11 which were considered. This con­
clusion is verified by the analytical expression for Nu* given by 
(28). 

It is worth examining how. for a fixed rate of injection, the 
temperature gradient and hence the limiting Nusselt number, 
may be most effectively reduced. For fixed R, RPr(D + 1) may be 
increased by increasing either Pr or D. For most gas mixtures the 
Prandtl numbers are about unity so the choice of diffusing com­
ponent has little effect upon Pr. D, however, may be increased 
most effectively by increasing (C'pi - Cp-i'lfCp. Thus, for exam­
ple, the injection of hydrogen into a primary flow of air would be 
more effective in reducing the temperature gradient at the wall 
than would the injection of carbon dioxide. Hurley [16] found this 
to be the case in variable property boundary layer flow. It is also 
important to note that the value of Sc has little or no effect on 
the value of V and thus the limiting temperature distribution and 
Nusselt number are independent of Sc. 

It is clear from the analysis that the inclusion of the enthalpy 
transport term leads to an effective increase in the fluid Prandtl 
number. The enthalpy transport term is thus a significant term 
in the energy equation and should be included. 
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Adaptation of the Surface Renewal 
Approach to Momentum and Heat 
Transfer for Turbulent Pulsatile Flow 
This paper presents a surface renewal based formulation for conuective heat transfer for 
hydrodynamically and thermally fully developed turbulent flow in a tube. Based on the 
modeling concept presented in this paper, turbulent pulsatile flow is categorized accord­
ing to the hydrodynamically unsteady mean residence time, r(t). 

Introduct ion 

Although the effects of flow pulsation on time average heat 
transfer characteristics for turbulent tube flow have been investi­
gated as early as 1943 [l] ,1 few theoretical analyses appear in the 
literature for this complex problem. In this connection, the use of 
the classical eddy diffusivity technique has been greatly hindered 
by a lack of knowledge concerning the effects of pulsation On fm 
and (H [2]. Because relationships for the time dependent eddy dif-
fusivities are not available in the literature, previous analyses of 
this type have utilized steady flow information. A general turbu­
lent transport model of another kind has been recently developed, 
however, for hydrodynamically unsteady operation [3] which pro­
vides a foundation for the analysis of this problem. This model is 
based on the principle of surface renewal which has strong experi­
mental support and which has been adapted to a broad range of 
turbulent hydrodynamic steady flow convection processes [4, 5, 6, 
7 and others], including thermally unsteady processes [8, 9]. 

In this paper, the surface renewal and penetration model will 
be adapted to convective heat transfer for hydrodynamically and 
thermally fully developed turbulent pulsatile flow in a tube. 

Mathemat ica l Model 
The adaptation of the elementary surface renewal and penetra­

tion model to turbulent momentum and heat (mass) transfer in­
volves a consideration of (a) the instantaneous molecular trans­
port to individual fluid elements in residence at the surface, and 
(b) the local spatial average transport which is the resultant of 
the contribution of the numerous eddies which reside in any given 
vicinity. Because the flow is hydrodynamically unsteady, the 
analysis of the momentum transport proves to be the key to the 
successful modeling of this turbulent convection process. 

Instantaneous Transport Properties. The development of 
relationships for the instantaneous momentum transport proper-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, September 6,1973. Paper No. 74-HT-MM. 

ties for individual elements of fluid at the surface for values of 
"Re(t) well above the transition region involves a system of equa­
tions of the form 

9«_ 

59 
dht 
By 2 

u= Uj(t-t) at 6>: 0 

u = 0 at y = 0 

u — l)f(t - ?) as y ~ 

(1) 

(2). 

(3) 

(4) 

where 6 is the instantaneous contact time, £ is the length of time 
the fluid element has been in contact with the surface, t is the pro­
cess time, and Ut(t) is the eddy velocity at the first instant of re­
newal for a hydrodynamically unsteady process. Although the pres­
sure term is assumed to be negligible in the present analysis, this 
term has been found to become quite important for values of the 
Reynolds number much less than 10* for steady tube or channel 
flow [7]. Therefore, this analysis is restricted to conditions for 
which Reft) > 10*. 

During the brief residency of an individual fluid element at the 
surface, molecular penetration is assumed to be shallow such that 
the driving potential, Ut(t - £), can be assumed to be constant with 
respect to the contact time, 9. Based on this physical constraint, 
a relationship can be written for the instantaneous velocity pro­
file, u{B,t), and wall shear stress, aQ(B,t), of the forms (for con­
stant properties) 

and 
it{9,t) = U{(t - 0) erf 2 ^ 

^{B,t)=pUt{t-9)J— 

(5) 

(6) 

Similarly, expressions can be written for the instantaneous tem­
perature profile, T{8,t), and heat transfer, q0(6,t), for an assumed 
uniform wall temperature as [4] 

T(9,t) - T„ = [T{(t - 0) - T0] erf (V 
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q,(e,t) = [r0 - T,(t 
expression for T of the form (based on a uniform contact time dis-

(8) tribution) 

Spatial Mean Transport Properties. The development of 
relationships for the local spatial mean momentum and heat 
transport properties requires the utilization of the contact time 
distribution, <p(8,t), which is defined such that the product 
<t>(Q,t)dd represents the fraction of the surface, for any t, with in­
stantaneous contact time between 8 and 8 + d8. Expressions can 
therefore be written for the local spatial average velocity profile, 
u(t), wall shear stress, <ro(t), temperature profile, T(t), and heat 
transfer go (t), of the form 

ip{t) = J ip[9,(t ~ e)]<j}{B,t)dB (9) 
o 

where 4/ represents the specific transport property of interest, and 

(10) 
C ( ( ) 

J (p{e,t)de= l 
0 

The term ii[0,(t — 8)] represents the contributions to the spatial 
mean transport property at time t of fluid elements that arrived 
at the surface prior to t. This point will be expanded momentari-

ly. 
With u(6,t), oo(8,t), T{8,t) and q0(8,t) given by equations (5) to 

(8), the use of equation (9) in predicting the local spatial average 
transport properties for pulsatile flow requires the development of 
a meaningful relationship for <p(8,t) and the associated mean resi­
dence time, r(t). These important aspects of the analysis are now 
presented. ' 

Contact Time Distribution for Periodic Flow Conditions. In 
the context of the surface renewal and penetration model, the hy-
drodynamic conditions are reflected in the mean residence time, 
as well as in the contact time distribution. Hence, for hydrody-
namic unsteady operation the mean residence time becomes a 
function of time, r(t). For the case in which the flow rate is a pe­
riodic function, such as for pulsatile flow, r(t) too must be period­
ic. For this situation, a relationship can be written for cfr(8,t) on 
the basis of a previous general formulation for a hydrodynamical­
ly unsteady uniform contact time distribution [3]. This unsteady 
distribution associated with a periodic r(t) can be written as 

<P(e,t) = 
r(t -9). 

. . <P(e,t) = o 

where C(t) is defined such that 

o < e< c(t) 

'£{t)< e 

r(t - e) 
de: 

( H a ) 

(116) 

(He) 

Formulation for r(t). In the analysis of hydrodynamically 
steady turbulent flow, predictions for the mean residence time have 
been obtained in terms of the mean wall shear stress through the 
direct application of the surface renewal and penetration model to 
momentum transfer [4-13]. This type of analysis has resulted in an 

U* '1 _ 2 Vj 

v ~ m u* 
(12) 

where U* is the friction velocity. With Ui set equal to the bulk 
stream velocity, V, this expression has been found to be in quite 
good agreement with experimental data for T [12,13]. 

A similar approach is now proposed in the evaluation of r(t) for 
hydrodynamically fully developed pulsatile flow. With equations 
(6) and (11) substituted into equation (9), an expression can be 
written for oo(t) of the form 

o«>=PMS 
U,(I- o) 

T(I - e) de (13) 

where Ui(t — 8) will be set equal to V(t — 8) as in the steady flow 
analysis. It should be noted that at any given instant t, eddies re­
side at the surface with values of Ui which range from Ui [t -
C(t)] to Ut(t). Hence, the inclusion of the velocity term Ut(t — 8) 
in equation (13) accounts for the contribution of all the eddies 
which arrive at the surface during the time interval t — C(t) tot. 

Equation (13) provides a relationship between r(t) and the tur­
bulent momentum transport properties aa(t) and V(t). Specific 
predictions for r(t) therefore require the evaluation of oa(t) and 
V(t). 
• Evaluation of a0(t). An expression can be obtained for ao(t) 

for hydrodynamically fully developed pulsatile tube flow by the 
mere application of the momentum principle to a radially lumped 
differential element. This expression takes the form 

o-o(0 = 
•DrdjAt) , dP{th 

'[p dt dx 
(14) 

Hence, ao(t) could be specified if adequate experimental data for 
V(t) and dP(t)/dx were available. 

In this connection, a very elementary, but useful quasi-steady 
analysis for momentum transfer associated with turbulent pulsa­
tile flow has been proposed which utilizes equation (14) [14-17 
and others]. This technique involves the approximation of ao(t) 
by pV2(t)fs/2, where fs is taken, from the standard empirical 
steady-state friction factor information for values of the Reynolds 
number, ReftJ, equal, to DV(t)/i>. This analysis has given rise to 
reasonable predictions for dP(t)/dx for moderate to low frequen­
cies and amplitude ratios [14, 15]. An expression for the transition 
between quasi-steady and nonquasi-steady behavior has been 
proposed of the form [16, 18] 

OJD'-
0.1 Re (15) 

Because of its simplicity, the quasi-steady model will be used to 
approximate oo(t) in the present formulation. 

With an assumed time variation in bulk stream velocity of the 
form 

.Nomenclature. 

C(t) = defined by equation (10) 
D = tube dimension .., 
/ . = quasi-steady friction factor 
h = coefficient of heat transfer 
k = thermal conductivity 

Nu = Nusselt number 
P = pressure 

Pr = Prandtl number 
Re = Reynolds number 

t = process time 
T = temperature 

.. qo = heat transfer flux 
u, U = velocity 

V = bulk velocity ' - . 
x = axial coordinate. 
y = distance from wall 
13 = phase angle defined by equation 

(22) 
w = pulsation frequency 
\p = general transport. property which 

represents u, T, <ro, <?o 

(To = wall shear stress 
v = kinematic viscosity 
8 •= instantaneous contact time 
T = mean residence time 
p = density 
4> = contact time distribution 

Subscripts 
o = wall condition 
i = condition at first instant of renewal 
s = quasi-steady 
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WATER, 2 5 * C , C = 1/8 I N . 

V ( t ) = 9 . 9 + 1.9 S I H ( u t ) , FT/SEC 

RHS EQUATION ( 1 8 ) , QyASI-STEADY 

o u = 0 . 1 CYCLE / S E C 

O u " 1 .0 CYCLE /SEC 

— u = 2 0 . 0 CYCLES/SEC 

Table 1 

Fig. 1 Comparison of LHS and RHS of equation (18) for quasi-steady 
assumption for r(t) 

V ( / ) = Vt + 7 , s in u)l (16) 

the quasi-steady assumption leads to a relationship for ao(t) of 
the form 

' • ' ' ' „ 0.25 
CT0(/)=0.0395p(—). (W+.Vjj'sin'Oj*)1-76 (17) 

Predictions for r(t). 
tion (13) takes the form 

Based on equations (16) and (17); equa-

0.0395p(-^-) (Vi + V2 s i n ' u t ) U K 

V n 
"V rctt)rV1 + V2 sin:a)(/ 
* J . L ,/« 

3)i 
T(/ - e) 

rfe (18) 

Hence, equations ( l ie) and (18)'provide a basis for the prediction 
of r(t). However, these integral equations are of such a form that 
numerical solution techniques are required, except for the limiting 
case for which r(t) is very small such that r(t - 6) and V{t - ff) 
change very little as 6 ranges from 0 to r(t). Consideration will 
first be given to the limiting solution, after which a preliminary 
approximate solution will be presented for the case in which varia­
tions of r(t- - 8) and V(t - 0) within the integral become significant. 
For convenience, consideration will be limited to D = .% in. and v 
= 0.917.x 10"5f t2 /s (water, 25 degC). , 

For r(t) <gl/io, equation (18) reduces to 

o„(*) : V(t) 2^7 W)^ (19) 

and equation (lie) gives C(t) = T(t). Hence, a relationship can be 
written for r(t) for this limiting case of the form 

U*(t) 2 V(i) 

•fit :U*(t) 
(20) 

This quasi-steady expression is of the form of equation (12), but 
each time dependent parameter is evaluated on the basis of 
steady state conditions at the corresponding instantaneous veloci­
ty. 

In order to determine the region of applicability of the foregoing 
quasi-steady approximation for r(t), equations (l ie) and (18) 
have been numerically integrated for Vi = 9.9 ft/sec and V2 = 1.9 
ft/sec and with r(t) given by equation (20). The error introduced 
by the quasi-steady approximation is reflected by Fig. 1 in which 
the LHS of equation (18) is compared with the RHS for several 
values of a>. For co » 1, very obvious discrepancies in both ampli­
tude and phase occur between the LHS and RHS. As a — 1, the 
phase shift error becomes negligible and the amplitude error falls 
below i percent. Hence, this quasi-steady relationship can be uti­
lized for a < 1 [for D = % in., Reft) Z-104, water]. 

e 

1,200 

ft/SfeQ 

9.9 ' ' 

f t / s e c 

1.9 

s e c 

0.003L 

c y c l e / s o c 

0 . 1 

, 1,0 

5 . 0 

1 0 . 0 

20 .0 

3 0 . 0 

' 50 .0 ' ' 

s e c 

0.00207 

0 .00807 

0 .00207 

0 .00307 

, 0 .00807 

O.00SO7 

0.00807 

s e c 

. 0.02S6 

0 . 0 2 i 5 

0 .0256 • 

0 .0236 

0.0286 

&.02S6 

0 .0286 

c y c l e 

- 0 • 

- 0 

- 0 .010 

0 .025 

0.C50 

0 .070 

0 .110 

Conditions: Tube 1.0= 118 in., water at 25% 

f; = (LKS - RHSJ/LKS or Equation (18) 

For u very much greater than unity, the solution of equation 
(18) can only be obtained with r(t - d) and V(t - B) retained 
within integrand of the RHS. In order to obtain an approximate 
solution of equations ( l ie) and (18) for r(t), a first order Fourier 
expansion of l/r(t) is assumed of the form 

1 
lit) 

or more conveniently,' 

. ' • • • . 1 - : 

a + b s in col + c cos cot 

r(l) •• T ! 

1 1 '-- / , M , — -I s in (cot + 0)-' 

(21) 

(22) 

with a = 1 /TI , b = (cos /3) /T 2 , and c = (sin /3) /T 2 . The Fourier 
coefficients were evaluated by a trial and error procedure that in­
volved (a), the numerical integration of the RHS: of equation (18) 
with assumed values for T1( T2, and /J; (b) the. adjustment of these 
coefficients based on a comparison between the LHS and RHS of 
equation (18); (c) the repetition of the first step, based on the 
modified coefficients, and so on. The-necessary adjustments in T1: 

T2, and /3 can be, guided by the fact that these coefficients essen­
tially determine (a) the relative mean value; (b) the relative am­
plitude; and' (c) the relative angular location, respectively, of 
a0(t) calculated on the basis of.the RHS of equation (18). 

This approximate.solution procedure was carried out for several 
frequencies and amplitude ratios. The values of rlt r2, and /3 ob­
tained on the basis of this analysis are presented in Table 1. Fig. 
2 compares the LHS "of equation (18), which represents the ap­
proximate measured values for a0(t), to the RHS, which repre­
sents predictions for croft) obtained on the basis of the surface re­
newal and penetration model. The maximum percent deviation 
between the LHS and RHS of equation (18) is also given in Table 
1 for each set of conditions. For o> = 1 cycle/s, fi was found to 

X'T" A 

(18 ) 

RHS EQUATION ( 1 8 ) 

O 

•" 
0 

• 
D 

° 

u = 0 . 1 ' CYCLE / 5 E C 

"u = 1 .0 CYCLE / S E C 

<j = 5 . 0 CYCLES/SEC 

•u = 1 0 . 0 CYCLES/SEC 

co a 2 0 . 0 CYCLES/SEC 

u => 3 0 . 0 CYCLES/SEC 

WATER, 2 5 * C , D = 1 / 8 I K . 

V ( t ) - 9 . 9 + 1 .9 S I N ( c d t ) , FT /SEC 

Fig. 2 Comparison of LHS and RHS of equation (18) with r(t) approxi­
mated by equation (22) v 
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be essentially equal to zero, such that l/r(t) is implied to be in 
phase with V(t). However, for the case in which u> ranged between 
1 and 30 cycle/s, /3 was found to increase as a was increased, 
with TI and TI remaining essentially unchanged. Whereas the 
maximum error is less than 3 percent for w < 30 cycles/s, the 
error becomes large for o> = 50 cycles/s such that the first order 
Fourier approximation for l/r(t) given by equation (22) becomes 
inadequate. 

Predictions for r(t) obtained on the basis of this analysis are 
shown in Fig. 3 in terms of uit for several values of to. Calculations 
for r(t) given by the quasi-steady relationship, equation (20), are 
also shown in this figure. The quasi-steady based predictions are 
seen to be in quite good agreement with the results of the direct 
analysis for w = 1 cycle/s. However, as o> increases above 1 
cycle/s, predictions for r(t) based on the approximate solution 
lead the quasi-steady calculations by /3. 

Calculations for C(t) are also shown in Fig. 3. In addition, cal­
culations for r(t) with a> = 0, T, are presented in Table 1. This 
value is seen to be approximately equal to n. This result is con­
sistent with equation (22) which directly gives lim/w — 0 r(t) = 
T\, since /3 —*- 0 as w -* 0. 

Predictions for u(t) and T(t). The substitution of equations 
(5) and (7). into equation (9), with <t>(6,t) given by equation (11), 
leads to expressions for the mean velocity and temperature pro­
files of the forms 

. ' -/ ^) = r)Ui{,-e)eri{^re)^=j)dB^ (23) 

and 

TO) - T0 = .f ° " W . - 9 ) - *il erf ( § ^ | ) ^ r . d e T(t - B) 

(24) 

where Ut(t) and Tt(t) can be set equal to the bulk stream condi­
tions, except for low Prandtl number fluids, for which case Ti(t) 
^ Tb(t) (4). Whereas V(t) is specified in this problem, Tt,(t) is not 
known a priori. However, for small values of oi and for B,e(t) well 
above the transitional value, the quasi-steady assumption 
Tt,(t - 8) =i Tb(t) becomes appropriate. With this simplification, 
equation (24) becomes 

fs Nu (/) = - ^ Re(/) v'Pr 

As &).-• 0, equation (26) and (27) reduce to 

h = 2 ^ 

and equation (28) becomes 

Nu = J- Re VPr 

(28) 

(29) 

(30) 

These relationships have been previously developed for steady op­
erating conditions [11,12]. 

WATER, 25°C, D-= 1/8 IN. 

V(t) = 9.9 = 1.9 SIH(ut), FT/SEC 

T(t), EQUATION (18) 

O T(t), EQUATION (20) 

0 0.25 0.50 0.75 1.0 

cut - n, CYCLES 

Fig. 3 Predictions for r(t) 

T(l) 

. (I) - ^ 
.= / . erf (\ (25) 

Predictions for u(t) and T(t) versus wt are shown in Fig. 4 at 
one point within the wall region (y/D = 0.005) for a> = 1 and 20 
cycle/s. The foregoing quasi-steady approximation for Tt,(t) can 
be assumed to introduce some error in the predictions for T(t) for 
03 > 1 cycle/s. 

Predictions for h(t). Equations (8), (9), and (11) lead to an 
expression for the local spatial average heat transfer of the form 

q(t)=Ht)[TB-Tb(t)] 

_ fpcli r Pck r
cw{T, • T,(I - e)] 

re r(t - e) 
de (26) 

For the small values of a> for which the quasi-steady assump­
tions for r(t) and Tb(t) are appropriate, equation (26) reduces to a 
quasi-steady relationship for h(t) of the form 

Hi) 
/pck 
irr(t) 

(27) 

With r(t) given by equation (12), equation (27) gives rise to a 
quasi-steady approximation for the Nusselt number of the form 

o.l 

TEMPERATURE 

1 CYCLE/SEC 

WATER, 2 5 " C , D - 1 / 8 I N . 

V ( t ) = 9 . 9 * 1 . 9 S I N ( u t ) , F T / S E C 

y / D - 0 . 0 0 5 

VELOCITY 

0 0 . 2 5 0 . 5 0 0 . 7 5 1 . 0 

o t - n , CYCLES 

Fig. 4 Predictions lor u(l) and T(l) at Y/D = 0.005 
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Strictly speaking, the use of equations (18), (22), and (26) to 
predict h(t) for <a > 1 cycle/s requires that the parameter 
Tb(t - 8) be retained within the integral. However, a rough in­
dication of the effects of a on h(t) for OJ > 1 can be obtained by 
again utilizing the quasi-steady approximation Tb(t - 8) ~ Tb(t). 
This approach leads to an approximate relationship for h(t) of the 
form 

/,(/) = J~JCW^E{^ + ^ sin Ht -e] + p)]de (31) 

Values of n , T2, and /3 are given in Table 1 for the conditions con­
sidered in the previous section. Equation (31) gives rise to pre­
dictions for NufiJ as shown in Fig. 5. Calculations based on equa­
tion (28) are also shown. For ai < 1 cycle/s, predictions for h(t) 
based on equations (28) and (31) are congruent. However, the ef­
fect of the renewal process history is seen to become important for 
w = 20 and 30 cycles/s. 

Summary and Conclusion 
In this analysis, a comprehensive form of the surface renewal 

and penetration model has been adapted to convective heat 
transfer for turbulent pulsatile flow. This analysis accounts for 
the contribution to ao(t) and q(t) at any given time, t, of all fluid 
elements which arrived at the surface prior to t. Similar to previ­
ous formulations of the surface renewal and penetration model for 
steady flow, a relationship has been developed between r(t) and 
ffo(t). Because oa(t) has been represented by the well known 
quasi-steady approximation, predictions obtained . for r(t) from 
equation (18) are limited to situations for which u>D2jv < 0.1 Re. 
The use of exact experimental data for a0(t) in terms of V(t) and 
dP(t)/dx (see equation (14)) would be expected to produce small 
changes in the calculations for r(t). However, the use of the 
quasi-steady approximation for ao(t) facilitates the presentation 
of the key aspects of the proposed analysis and should provide 
reasonable results for r(t'). 

Based on the modeling concept presented herein, turbulent 
pulsatile flow can be categorized according to the behavior of r(t). 
For low values of OJ (i.e., u < 1 cycle/s for water at 25 deg C and 
D = % in.). T(t) is essentially independent of OJ and can be ex­
pressed in terms of the quasi-steady expression given by equation 
(20). In this domain, the velocity and temperature profiles, as 
well as the Nusselt number, are in phase with aa(t) and are ex­
pressed by simple quasi-steady relationships of the form 

$(t) = -$-f 4>(e)de (32) 
T V ) o -

Such an expression is given for Nu(t) by equation (28). 
For large values of w, the more general relationship for \l/(t) 

given by equation (9) must be utilized. For the simple sinusoidal 
wave form considered here, the present preliminary analysis re­
flects the effect of w on ip(t) for 1 < w < 30 cycles/s. For 
these values of w, the frequency of renewal, l/r(t), leads ao(t) by 
/3. The consequence of the renewal process history is also seen in 
the predictions for u(t), T(t) and NuftJ. 

In regard to previous experimental data, conflicting results 
have often been reported. For example, the study by Martinelli, 
et al. [1] showed no effect of pulsation on the time average heat 
transfer. Parenthetically, these workers intuitively reasoned that 
the instantaneous heat transfer at any value of t is approximately 
equal to the steady flow value corresponding to a flow rate equal 
to the instantaneous flow rate. This conclusion is synonymous to 
the predictions based on the present model for quasi-steady r(t) 
conditions. In contrast, other experimental studies of this prob­
lem have shown increases in mean heat transfer with pulsation 
[19,20]. 

To add to the confusion, no satisfactory theoretical analysis of 
this problem has been available. As mentioned earlier, the stan­
dard eddy diffusivity approach has been hampered due to the 

1.3 r- WATER, 25°C, D = 1/8 IN. 

VCt) = 9.9,+ 1.9 SIN(wt), FT/SEC 

1.2 -

K /^y\/^ u = 1 CYCLE/SEC 

1.0- /^?^S 

/ ^ ^ O QUASI-STEADY, EQUATION (2S) 

0.9 - g ^ 

0.8 I _l I— I — I 1 1 .:. 

0.8 . 1 . 0 • .. 1.2 .. 1.4 ' • • -, , 
-4 

..';; Re X 10 -

Fig. 5 Predictions for Nu(t) 

lack of knowledge concerning the effects of pulsation on tm and 
€H- For the limited flow conditions considered in this study, the 
time average heat flux was not predicted to be noticeably affected 
by the pulsations. However, flow conditions outside the range 
studied here may possibly give rise to attenuated or enhanced mean 
heat transfer'rates. . . 

Although the approximate solution technique used in ' th i s 
paper provides an indication of the effect of pulsation on the mean 
transport properties, certain improvements will be required to 
fully develop the potential strength of the present model for 
handling flow conditions for which u is large, and for more com­
plicated pulse forms. In particular, a more rigorous and accurate 
solution technique is needed for the evaluation of r(t) based on 
equation (18). Further, abe t t e r estimate is needed for'T&ft — 8). 
Similar to other formulations for turbulent heat transfer which are 
based on the elementary surface renewal and penetration model, 
the present results must be restricted to moderate values of the 
Prandtl number (0.5 < Pr < 5.0),For..values of Pr » 5.0 the effect 
of the unreplenished layer of fluid at the surface becomes important 
[21], and for Pr < 0.5 the molecular transport to eddies in flight [4] 
and finite penetration depth [22] must be considered. In addition, 
for values of Re and V2/.V1 such that the minimum instantaneous 
Reynolds number is much less than lO4, the effects of axial pres­
sure gradient and curvature must be considered. 

Finally, near the conclusion of the present study the author's 
attention was brought [23] to a recently proposed modeling con­
cept [16] in which the surface renewal and penetration model was 
adapted to turbulent pulsating tube flow in an effort to predict 
r(t). In contrast to the stochastic approach utilized in the present 
study, this analysis was formulated on the basis of a consider­
ation of the time variation in r(t) at a single renewal site. The 
computational procedure involves the analysis of the effect of the 
sequence of renewals that occurs at a given point on the surface 
during a pulse cycle. Although this analysis requires some refine­
ment, the concept may prove to be useful for small values of a. . 
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An Asymptotic Study of the 
Nusselt-Graetz Problem 
Parti: LargexBehavior 

.4 method is given for determining the large x behavior of the Nusselt number for a vari­
ety of Nusselt-Graetz problems. Exploitation of properties of the Laplace transform of 
the temperature yields analytic expressions for Nu as explicit functions of the other pa­
rameters of the problem. Accurate results (<l percent error) are deduced for problems 
involving the laminar flow of a Newtonian flow between parallel plates and in a circular 
pipe (valid for all values of the wall Nusselt number). 

The Nusselt-Graetz problem (the computation of the rate of 
diffusive convection of heat or mass) models a large number of 
practical devices. Most of the available solutions to this problem 
(Kays [4]1) apply to the limiting cases of constant wall temperate 
(or concentration) or constant wall heat (or mass) flux, situations 
which are seldom encountered in practice (in a precise sense). A 
boundary condition that allows for a finite wall resistance (Van 
der Does De Bye and Schenk [6]) rectifies this deficiency but at 
the cost of a nontrivial increase in the computational difficulty. 
The classical approach to this problem requires the construction 
of a large number of functions of high precision (of little ultimate 
interest) in some indirect fashion with subsequent numerical 
evaluation. In problems containing parameters (e.g., wall Nusselt 
numbers to account for finite wall resistance) the classical proce­
dure becomes cumbersome since a complete set of eigenvalues 
must be determined numerically for each set of parameters and 
the results reported in graphical or tabular form. In problems 
with two or more parameters (e.g., convective heat transfer in an 
annulus with conductive walls) the difficulty of extracting useful 
results increases enormously. 

In this work we report efficient procedures which yield, explic­
itly, the dependence of the Nusselt number on the system's pa­
rameters. The procedures do not require machine computation 
and can be easily applied to multi parameter problems. 

Part I of this work is restricted to the large x behavior of axi-
symmetric problems. 

The method involves Laplace transforming the governing equa­
tion with respect to the axial coordinate; the resulting ordinary-
differential equation is then solved by means of an ordinary per­
turbation expansion in the transform variable. The asymptotic 
value of the Nusselt number follows directly from this expansion 

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, January 11, 1974. Paper No. 74-HT-QQ. 

upon exploiting certain of its properties. The method is applied to 
two duct configurations, circular pipes and parallel plates. 

Conclusions and Significance 
The goal of this study has been achieved; an analytic procedure 

has been developed and tested which yields the asymptotic de­
pendence of the Nusselt number on the system parameters. The 
first approximation yields values of the log-mean Nusselt num­
bers with ~0.5 percent error for the parallel plate problem and ~ 2 
percent error for the circular pipe case. The second approximation 
reduces the error tenfold. The results are useful for x > 0,02, thus 
it is reasonable to expect the approximations deduced here to 
share a common domain with small x approximations. 

T h e Problem 
Here we consider the steady, laminar, fully developed flow of a 

Newtonian fluid of constant physical properties in a duct. Up­
stream of the plane x = 0 the duct is insulated, downstream of 
this plane the duct walls have a finite conductivity. 

For the symmetric problem the equation to be solved is 

v9x = V2(? (1) 

sub jec t to 

0(}\O) 1 (2) 

6,(0, x) = 0 (3) 

ey(%, x) = ~mwe(%, x) (4) 
The wall Nusselt number Nuic, introduced by Van der Does de 
Bye and Schenk [6], accounts for the thermal resistance of the 
duct wall and any other resistances in series with it on its exteri­
or. The problem as posed has been shown by Colton, et al. [3] to 
include the cases of constant wall temperature (Nuu. -• °°) and 
constant wall heat flux (Nuu. ~* 0) as limiting cases. 

The quantities of interest are the local overall and fluid side 
Nusselt numbers 
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Nu„ - -d^C/i, x)/()(x) 

= -vt{x)/2nX) =-%!tw& 
dx 

Nu, --- - ()^/2,x)/\0(x) --l)(%,x)\ 

1/Nu„ = 1/Nu, i- 1/Nutt. 

where the bulk temperature is defined by 

0(x) =f rtidAff rdA 

(5) 

(6) 

(7) 

(8) 

(9) 

G = G l u ) + sG + . s ^ ; ' z ' + 

Equation (6) follows upon integrating equation (1) over y. The 
log-mean overall and fluid side Nusselt numbers are defined in 
the standard fashion, 

Nu, = f Nu,,(.vV/.v/L = - ln(0(L))/2L (10) 
v = 0 

1/Nu, s 1/Nu„ - 1/Nu„. (11) 

Parallel Plates (Symmetric Case). For this case equation (1) 
becomes 

(12) (3 /2 ) [ l - 4 v 2 K = 0yy 

Laplace transforming equation (12) and its boundary conditions 
yields 

(3/2)11 - 4 v M « * = rf>v» ( 1 3 ) 

0v(O,s) = O (14) 

if>y(l/2,s) = - N u j l / . s + c 6 ( l / 2 , s ) l (15) 

cb(v.s) = i<e(v,.v) - 1 / s (16) 

w h e r e 

Equation (13) defines one form of the Parabolic Cylinder function 
(Abramowitz and Stegen [1]). The standard power series repre­
sentation of the two independent solutions to equation (13) suffice 
to generate all of the results reported here. Rather than exploiting 
these series we report a procedure of broader utility. Expanding 
equation (13) in a power series in s we obtain the two general so­
lutions 

and 

+ sBn) + ,s-2t(2» t- . . . 

(17) 

(18) 

(G even in v, £ odd) 

Gv<" = 1 

ol 

G<2) = 3 fy 4 / 4 - 7 v 6 / 1 5 + y 8 / 7 ] / 8 

G ( 3 ) = 3 | v e / 4 0 - 11 y s / 1 4 0 + 211y 1 0 /315O - v 1 2 /77] /16 

G (4 ) = 9f.v8 /160 - v 1 0 /36 + 1201y 1 2 /29700 

• - 4 8 6 7 y 1 4 / 2 2 5 2 2 5 + y ' V 3 3 0 ] / 4 4 8 (19) 

f ( » > = v 

£ U » = 3 [_ v 3 / 6 _ _ v 5 / 5 ] / 2 

i;(2) = 3 fy 5 / 4 - 13y 7 /21 + y 9 / 3 ] / 4 0 (20) 

The value of the Wronskian W\G, £j is seen to be unity. We wish 
to emphasize that these functions are independent of the bounda­
ry and initial conditions. 

Of particular interest are the values of these functions and 
their derivatives at y = % 

G = G(l /2 , . s ) = 1 + aj.s + a2.s2 + . . . 

Gy = 0 , ( 1 / 2 , s ) = s [ l / 2 + fts + /32s
2 + . . .] 

a , = 5/32 I3{ = 39/(70)(32) 

a 2 = 239/(70)(32)2 ft = 179/(942)(32)2 

a 3 = 10357/(165)(70)(32)3 ft = 297/(130)(70)(32)3 

£ = £ (1 /2 , s) = 1/2 + e,s + e2s2 + 

i , = | y ( l / 2 , s ) = 1 + 5,s + 62s2 + . . 

(21) 

(22) 

(23) 

(24) 

(25) 

- N o m e n c l a t u r e -

A, = constants (equation (33)) t 
a,.b,.c,.di = constants T 

G = even solution to equation (13) v 
h = local heat transfer coefficient D 
h = log mean h W 

h,r = wall heat transfer coefficient 
k = thermal conductivity of the 

fluid x 
L = dimensionless axial distance 
X. = Laplace transform operator y 

Nu = local Nusselt number, hW/k 
N"u = log mean Nusselt number, 2 

hWfk a 
Nu,<- = wall Nusselt number, a, 

hu.W/k li, 
N*,N = wall Nusselt numbers for y, 

plates at y = V2, y = —\ "' 
r = dimensionless radial coordi- t, 

nate, f/W % ' 
r = radial coordinate >l, ? 

s = Laplace transform variable H '• 
s, = eigenvalues (equation (34)) 

transverse coordinate 
temperature 
axial velocity 
average axial velocity 
characteristic transverse di­

mension (diameter or chan­
nel width) 

dimensionless axial coordi­
nate, zajl'W1 

dimensionless transverse co­
ordinate. t/W 

axial coordinate 
thermal diffusivity 
constants (equation (21)) 
constants (equation (22)) 
constants (equation (74)) 
constants (equation (25)) 
constants (equation (24)) 
odd solution to equation (13) 
constants (equation (74)) 
dimensionless temperature 

= ( T - T 0 ) / ( T , - T o ) 

W = dimensionless bulk mean 
temperature (equation (9)) 

<t> = modified Laplace transform 
of# 

<I> = even solution to equation 
(70) 

Superscripts 

(i) = /th term in perturbation expansion, 
i'th approximation 

• = value at wall 
~ = Laplace transformed quantity 
+ = value at y = L2 
- = value at y = - % 
- = average value or approximate 

value 

Subscripts 

/ = fluid side 
i = initial, serial index 
0 = overall, outside wall 

w = wall 
<= = value at L = <*> 
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7 / ( l < ) ) ( 3 2 ) 0 , = 3 / 3 2 

e2--= 17/(10)(32)2 52 = 39/(140)(32)2 (26) 

The solution to equation (13) subject to equations (14) and (15) is 
obtained directly 

4> = -G/\s{G + G / N u J ] (27) 

The quantity of major interest, ", follows 

0 = fl + 2 0 , ( 1 / 2 , s ) | / x (28) 

= [G + G y ( l /Nu„ ; ~ 2A)) / [ .s (G + G / N u J l 
Substituting series (21) and (22) into equation (28) we obtain an 
explicit expression for " valid for small .s1 

0 = [<70 + (lyS + i72.S"2 + . . . | / f l + frjS + l)2S
2 + . . , ] (29) 

w h e r e 

«„ = ax - 2ft + 1/2 Nuw ft, = « , + 1/2 Nu„ 

ax = a 2 - 2f t + ft/Nuw h2 = a 2 + ft/Nu„ 

«i = « M - 2 f t „ + ft/Nu„. />,. = a , + ft.i/Nuu, (30) 

Expanding equation (29) for small .s leads to 

8 = B f ^ f - s ) ' (31) 

where 

Cj = «„ 

f2 = «,/>! - «! (32) 

<~3 = «2 - «0|,,2 + V 2 

We now explore the relationship of these results with the classical 
eigen function solution which may be written as 

6E = YJA, exp ( - s , . v ) (33) 

Thus we have 

<?E = EAJis: + s ] (34) 

where A, and .s, are real and positive, s, < s,_ j and, A, > A,. r l . 
These conditions hold for the problem under consideration (Col-
ton, et al. |3]). Clearly, (h: as defined by equation (34), is an ana­
lytic function whose Taylor series development in the vicinity of 
s = 0 possesses a radius of convergence equal to Si (Titehmarsh 
[5]). Thus 

l £ = S A j / s , - s £ A , A , 2 + s 2 2 A j / s , 3 - . . . (35) 

Identifying ft with % leads to the values 

ZAi/si"= c„> 0 : n = 0, 1,2. . . (36) 

where the c„ are given by equation (32) (c0 = 1 follows from 
equations (2) and (33)). 

An efficient procedure for estimating Sj follows upon noting 
that I/OK is analytic near s = 0 with a zero at s = -Si and a sim­
ple pole between - s i and - s 2 . Accordingly, the Taylor series de­
velopment in a small vicinity of s = — sj lies within the circle of 
convergence. Hence, 

l/6B = {l + [{•ZAi/s?)/CZAi/si)\s (37) 

+ f ( S A , / s , 2 ) V ( S i 4 / s l
2 ) - ( S A , / S |

s ) / ( S A , / s , ) ] s ! 

+ . . . } / S A , A , 

l eads to 

0 = 1 - ( c 2 / c i ) s i + ( c y / c , 2 - c 3 / c , ) S l
2 + . . . (38) 

The first-order approximation leads to the value 

* V " = c\/ci (39) 

the second-order approximation is 

Si ( 2 ) = . s , U , f l - ( l 4 e ) , / 2 ] / 2 e ( 4 0 ) 

w h e r e 

e = 1 ~c3ci/c2
2 < 0 (41) 

For the case of small t equation (40) may be expanded to give 

5 l
< 2 ) = i V f l + e + 2e2 + 5e3 + . . . | (42) 

Thus s i ' 2 ' < s i ' 1 ' as required. The second and higher-order terms 
will be dropped from equation (42) since they represent contribu­
tions to higher-order approximations. To see this we need only in­
clude higher-order terms in equation (38) and invert the series 
(Abramowitz and Stegun [1]). Equation (42) results with addi­
tional terms in c4, etc. appearing after the linear term. 

Since the coefficients of all terms in series (38) (up to and in­
cluding that of st3) are negative it follows that the first three par­
tial sums possess one and only one positive zero and further, this 
sequence converges monotonically to .s'j. 

The values of A, follow from Heaviside's theorem (Churchill 
[2D 

0 = £ "V(*)//>(s)l =£f>-(-* , ) / />'( -s , ) l (43) 

upon settingr(s) = 1 and identifyingp(n) with series (37). Thus 

A U ) = r i 2 / r 2 (44) 

A,121 = A , t l » f l - 2 6 ( 1 + e ) ) - 1 (45) 

The asymptotic behavior of Nuo follows directly from its defini­
tion and the foregoing 

Nu0 = - In {e)/2L = st/2 - l n [A , l / 2L - Inf l + 0(x~L)\/2L 

(46) 

Accord ing ly , 

l / N u / r „ = 2 / s , - 1/Nu„ ^ 2 A j ( i > - 1/Nu„, (47) 

with 

s , ( ) ) = r , A 2 = 1/ihi - f l i A o l (48) 

= ! / [ « ! + l/2NuK , 

- (a 2 - 2ft + ft/NuJ/(a0 - 2ft + l / 2 N u J ] 

and the numerical values given by equation (23), we obtain 

mfiJ
X) = [1 + 70 /17 N u j / [ 1 4 8 / 5 6 1 + 1 / N u J (49) 

which is the first major result. Comparing this result with the nu­
merical values of Colton, et al. [3] we observe that equation (49) 
is exact of Nu«- = 0 (constant heat flux) and overestimates the 
exact value (3.770) for Nu„. = •= (constant wall temperature) 
by about 0.5 percent 

mf:J
u (Nu„, = «>) = 561/148 = 3.790 (50) 

The accuracy of equation (49) at intermediate values of Ny,f is 
greater than 0.5 percent. The second approximation follows from 
the truncated form of series (42) 

S l
< 2 , = S , M , [ l + €] (51) 

and the value 

e = [(823/78210)2 - (4657/23823800)( l 
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+ 70/17 N u J ] / [ 7 4 / 5 6 1 + 1/Nu„, + 35 /17 N u , / ) 2 (52) 

computed from equations (41), (36), (32), (30), and (23), The sec­
ond approximation to Nu,..,, is thus 

N u ^ 1 2 1 = [1 + e)/\l/m,7J
l) - e / N u J (53) 

In the limit Nu,,' - 0 equation (53) wives the exact result and ov­
erestimates the exact value at Nur = °° by about 0.04 percent 

NtV i J
2 ) (Nu„, = •*) = 3.772 (54) 

The values of Nu, and Nuo for finite L follow from equations 
(44), (45). and (46). 

Nu (,
( , ) = Nu0i„

(1» -\n[A^u\/2L (55) 

w h e r e 

^ l
< u = fl + 17Nu„./35 + 3 8 9 N u „ 2 / 4 9 0 0 ] / [ l + 17 Nu„,/35 

+ 74Nu„,2 /1158] (56) 

This expression yields values indistinguishable from those of Col-
ton, et al. [3j for Nu„- = «-• and L ~ 0.02. 

The second order result is 

Nu,/2 ' = N u 0 i J
2 ) - l n U , ( 2 ) l / 2 L (57) 

where A-i'2' is given by equation (45). in the limit Nu,,. - 0 equa­
tions (55) and (57) both reduce to 

N u / n ( N u „ , = 0) = 7 0 / f l 7 ( l - 823/78540 L)\ (58) 

The local values of Nuo and Nu, may be obtained upon evalua­
tion of A2 and ,s2. Truncation of the first four equations of set (36) 
leads to 

* l l 2
( 1 ) = . s V 1 ) [ 2 ? ± C B 2 - 4 4 e ) , / 2 ] / 2 € (59) 

with 

B - 1 - c3c„/c,r2 

A = \ - r 2c 0 / c i 2 (60) 

It can be shown the two values given by equation (59) are real 
and positive and represent an overestimate for sq and an underes­
timate for s2. 

Parallel Plates (Unsymmetric Case). We cite here a few 
(first order) results for the case wherein the wall Nusselt number 
for the plate located at y = % (N- ) differs from the value associ­
ated with the plate located at y = - % ( N " ) . 

If we replace boundary conditions (3) and (4) by 

e; = -N"e' 0 / = N~e~ (6i) 

and define Nu0, Nuo : , and Nu0 ' by 

e; = -Nu,/e ey~ = Nu„-e (62) 

2Nu0 = Nu0* + Nu0" = - ^ L ^ ( £ ) ( 6 3 ) 

we obtain 

l / N u ^ J " = [ 2 N ' N - / 5 + N* + N" + 2) / [N *N~ + N* + N"J 

- [ 3 8 2 N . N 7 1 6 5 + 314(N* + N~)/33 

+ 3 6 ] / [ l 7 N * N " + 52(N* + N") + 140) (64) 

Equation (64) leads to the value given by equation (49) when N ' 
= N~. For the case N" - •• <» (the lower plate held at a constant 
temperature) equation (64) reduces to 

l / N u 0 , J u ( N - = <*=) = [2NV5 + 1]/[N* + 1] 

- [ 3 8 2 N V 5 + 314)/[33(17N* + 52)) (65) 

If also N " = 0 (the upper plate insulated) we find 

N u 0 , » " U ) = 2Nu0pto
(1) = 2.445 (66) 

A value about 0.4 percent larger than the exact value cited by 
Kays [4), 2.43. 

The case N = 0. N ' finite (the lower plate insulated) also fol­
lows from equation (65! 
l / N u ^ J ' / K T = 0) = 1 + 2/N* 

- [157NV33 + 18)/[26N+ + 70] (67) 
The value of Nuo'1 for large L also follows for these various 

cases upon noting the value 

A, ( 1 ) = 2 N u l , i J l ) | l 7 N * N V 1 4 0 

-t 13(N* + N" ) /35 + l | / fN*N" + N* + N~! (68) 
We close this section by remarking that a variety of problems, 

e.g., the cases of nonuniform entrance temperature, one plate 
moving in a down-stream direction, each plate subject to bathing 
fluids at different temperatures, and variable wall temperatures 
and heat fluxes (which are asymptotically stable) may be solved 
by the present method. 

Pipe Flow. For this case equation (1) becomes 

4(1 ~ 4 r 2 l < \ = ~WeT\r (69) 

Laplace transforming equation (69) and its boundary conditions 
yields 

4[1 -4r2 | .scb = - | r < / , r | r (70) 
r 

and equations (14) to (16). Constructing a solution of the form 

<I> = 4>(0, + «*<" + s W 2 ' -i- . . . (71) 

g ives 

4>(0) = 1 

4,(1) = r2 ....... ,A 

4>(2) = r 4 / 4 - 5 r ' 7 9 - r8./4 

# ( 3 ) = [;-6 - 7/-V2 + 89;-10/25 - r 1 2 | / 3 6 (72) 

The va lues 

<!>' = $ ( 1 / 2 , s ) = 1 + 7j,s + t)2s2 + . . . 

* / = 0 y ( l / 2 „ s ) = s [ l / 2 + Yls + y2s
2 + ...} (73) 

Vi = 3 /16 y i = 7/192 

n2 = 73/36(16) 2 y2 = 83/360(16) 2 (74) 

follow from equations (72). 
Since the algebra for this problem is identical with that of the 

parallel plate problem we simply report the results. 
First Approximation. 

s , ( l i = 2 [ l /Nu , , + (59/220 + 1/Nu t t,)/(1 + 4 8 / 1 1 Nu,,,)]""1 

(75) 

A , u > = [11/96 + N u „ , / 2 l S l
U ) 

= [1 + 11 Nu.,,/24 + 121 Nu K
2 / 2304] / [ l 

+ 11 NuM /24 + 59 N u ^ / 9 6 0 ) (76) 

Nu / i = 0
( 1 ) = [1 + 4 8 / 1 1 N u J / [ 5 9 / 2 2 0 + 1 / N u J (77) 

Equation (77) is exact when Nu«. = 0 and overestimates the 
exact result of 3.658 (Kays [4]) by 1.93 percent when Nu,f = °°. 
For finite L we obtain 

Nu 0
( , ) = N 0 , „ ( 1 ) - In (Ai ( 1 ) ) /2L : Nu„ > 0 (78) 
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Nu < n = 4 8 / [ T l ( l - 103/23040 i ) ] : Nu„ = 0 (79) 

\ second approximation may be constructed as before which re­
duces the maximum error by a factor of 10. 

Nonuniform symmetric initial temperature profiles and varying 
wall temperatures and heat fluxes (which are asymptotically sta­
ble) may easily be incorporated into the foregoing computational 
scheme. 

Discuss ion 
The procedures developed here should be applicable to a broad 

class of problems—those whose Laplace transform with respect to 
the axial coordinate is easily obtained. Members of this class in­
clude other Graetz type problems with axial symmetry (viz., flow 
between concentric cylinders). More complicated Graetz analogs 
suggest themselves, e.g., the flow of a (dilute) multicomponent 
reacting solution in an axisymmetric duct. The conservation of 
energy and species equations may be coupled but of course must 
be linear. 

We recognized that the second approximation discussed here 
has little value in direct applications; it is cited to illustrate the 
rapid convergence of the method itself. This agreeable property 
serves to lend credence to the method, indeed it may have practi­
cal value in svipporting computations whose results are not known 

a priori. 
There is a measure of arbitrariness in our choices of estimating 

»'i and i4i. Other methods of estimating these values are of course 
possible, e.g., the boundary conditions could be imposed on each 
member of the perturbation series, alternately the denominator of 
equation (28) alone could be used to estimate the zeros of 1/0. 
Neither of these procedures yield results superior to those given 
here. 

The asymptotic values of the Nusselt numbers offered here 
have little utility for L < .02; part II of this series reports new 
procedures of utility in this regime. 
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Experimental Determination of Sodium 
Superheat Employing LMFBR 
Simulation Parameters1 

Sodium superheat experiments were performed in a forced convection facility employing 
system parameters in the range of interest for application to loop and pot-type liquid 
metal cooled fast breeder reactors. The test section teas representative of a single reactor-
fuel element with sodium flowing vertically upward in an annulus heated indirectly from 
the inside wall only. Steady-state operating parameters prior to a flow coast down ap­
proach to boiling included: velocity, 17 fps; heat flux, 7 X HP lltu/hr-ft2; test section 
inlet, 600 deg F; test section outlet to plenum, 900 deg F; plenum, 15 psia at 900 deg F 
and 700 deg F. Other important system variables controlled included sodium inert gas 
content and system pressure-temperature history. The axial location of boiling initiation 
in the test section was measured. Five test series encompassing 33 test runs were per­
formed. Applicable superheat results were compared to predictions of the pressure-tem­
perature history model including inert gas effects. 

Introduction 

One phase of the development program of the liquid metal fast 
breeder reactor (LMFBR) for application to commercial electric 
power plants is presently involved in investigations concerned 
with the nature of coolant boiling subsequent to an abnormal in­
cident. A consequence of the formation of voids in the reactor core 
may be positive reactivity insertion; fuel-coolant interaction may 
also occur. The rate of formation of the voids and the physical 
nature of the phenomenon are important considerations. In the 
initial stages of voiding the phenomenon is most heavily in­
fluenced by the magnitude of the liquid superheat in the system 
at the inception of boiling. Thus, investigations into the incipient 
boiling (IB) superheat in liquid metals have been in progress for 
the past decade. Understanding of the related physical phenome­
na and prediction of IB superheat in liquid metals has evolved 
through considerable effort extended by many investigators. A re­
view of the existing experimental results and a discussion of the 
parameters observed to influence IB superheat were given by 
Fauske [l]2 in 1968. At that time the parameters considered to 
have important influence on IB superheat in convective systems 
essentially included liquid velocity, heat flux, heating surface 
condition, liquid metal purity, method of heating, system pres­
sure, and system operational time. The data were widely scat-

1 This work was performed under the auspices of the U. S. Atomic Ener­
gy Commission. 

2 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, January 7, 1974. Paper No. 74-HT-PP. 

tered, and in the cases of heat flux and system operational time 
(aging) conflicting parametric trends were reported by various in­
vestigators. It was in this general period of time that the impor­
tance of three additional conditions affecting IB superheat was 
presented. The addition of these conditions supplied a physical 
explanation for some of the observed inconsistencies in the exper­
imental data. Holtz [2J first presented the pressure-temperature 
(P-T) history effect on IB superheat and based on this effect de­
veloped a predictive model. The Holtz model was subsequently 
extended [3-6] to include the effect of inert gas in the wall cavity 
nucleation sites. Control of these two parameters, P-T history and 
inert gas, during experimentation requires adherence to special 
conditions and procedures in the entire experimental facility (not 
only the test section) prior to, during, and in the time period be­
tween test runs. It has been postulated that some of the experi­
mentally observed parametric effects were in fact the result of the 
dominance of these two parameters either or both of which were not 
controlled. For example, the experiments of Holtz and Singer re­
ported in reference [5] indicated that an inert gas effect on IB su­
perheat could be misinterpreted as a heat flux effect if the inert 
gas parameter was neglected during experimentation. 

The third condition of importance which received recent atten­
tion was the experimental determination of the location of boiling 
inception in the test section. In 1965, Grass, et al. [7] reported the 
successful implementation of an experimental technique for mea­
suring this location, however, the majority of available experi­
mental superheat data (with notable exceptions) were accumu­
lated without measuring this location, and it was assumed that 
nucleation always occurred first at the highest superheat in the 
system. Fauske [8] hypothesized that this measurement omission 
could account for some of the observed heat flux and velocity ef-
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fects on IK superheat. Chen's data [9) were used as an example of 
alternate possible interpretations depending upon the location of 
boiling inception. Later experiments in which this measurement 
was made still exhibited conflicting results (10. 11]. but the ne­
cessity of the measurement was demonstrated. 

The conditions discussed add to the list of parameters postula­
ted as having important influence on IB superheat in liquid met­
als, the P-T history and the dissolved inert gas. Presently, there 
remains unresolved questions and conflicting data concerning 
which parametric effects are dominant and which effects are only 
apparent, in order to determine the parameters that are indeed 
important, it is necessary to obtain experimental data while con­
trolling all of the parameters. Early experiments generally did not 
control or report the P-T history and inert gas parameters and 
did not measure the location of boiling inception. At least, no sin­
gle experiment included all the conditions. More recent experi­
ments [9- 18] included more of the parametric effects as they be­
came evident. However, several conditions of parametric domi­
nance of IB superheat in liquid metal systems have not as yet 
been resolved through experimentation. (It is of interest to note 
that in reference [18], the parameter of temperature rise was 
added to the list of variables postulated to influence IB super­
heat.) 

The unresolved questions concerning liquid metal IB superheat 
are pertinent to the prediction of superheat in an arbitrary sys­
tem where nucleation occurs from wall cavities. However, in the 
special case of a realistic loop type LMFBR system operating for 
a period of time sufficient to attain inert gas equilibrium, it has 
been postulated (1, 19] that IB superheat will always be near zero 
independent of other system parameters. Boiling initiation under 
the condition of zero superheat is most desirable in a LMFBR be­
cause it minimizes the potential for high voiding rates. It was, 
therefore, the primary objective of this investigation to test the 
hypothesis of zero IB superheat by experimental determination in 
a facility resembling a loop type reactor system. All of the param­
eters previously mentioned were controlled, and the location of 
boiling inception was measured. The effect of each variable on IB 
superheat was not systematically studied. Rather, it was desired 
to verify whether the IB superheat is indeed near zero in a simu­
lated loop type reactor environment employing values of the sys­
tem variables in the appropriate range for LMFBR application. 

The first tests were performed in a forced convection, sodium. 
LMFBR simulation loop operating in a mode typifying a loop 
type reactor. The operation of the experimental facility from the 
time of filling with sodium to the conclusion of testing was an in­
tegral part of the test. This procedural method of operation al­
lowed for the control and observation of the effect of inert gas in 
the liquid, in the test section wall cavities, and in the form of 
bubbles in the bulk liquid. 

Further experiments were performed simulating pot-type reac­
tor operation. In these tests the IB superheat was not predicted to 
be consistently near zero independent of other system variables. 
These superheat data were compared with predictions from the 
P-T history model including the effects of inert gas in the wall 
cavities. Parametric values in the LMFBR range of interest were 
again employed. 

Experimenta l Tes t Faci l i ty 
The LMFBR Heat Transfer Simulation Loop in which sodium 

superheat tests were conducted is shown schematically in Fig. 1. 

- GAS SYSTEM 
120O-F 
lOOpsio 
SOgpm 

1 0 O O - F -
50Opsio X PREH£ATER 

0 ' /2>n SCH 4 0 TYPE 3 0 4 PIPE) 

LMFBR HEAT TRANSFER S IMULATION LOOP 

Fig. 1 Experimental facility 

The maximum system operating parameters are indicated. Dur­
ing operation the hot trap was not employed and the dump tank 
served as a cold trap. This arrangement produced a consistent so­
dium oxide level of -' 15 ppm as indicated by the oscillating plug­
ging meter. Sodium flowed vertically upward through the test 
section directly into the plenum equipped with an argon cover 
gas. The entire test section was enclosed in a vacuum chamber 
which provided thermal insulation and safety protection. 

The test section was designed to simulate a single LMFBR fuel 
element. It consisted of a 0.23 in. OD 45 kW Watlow heater with 
a 3 ft heated length surrounded by a 0.37 in. ID stainless steel 
tube. Sodium flowed vertically upward in the annulus in which a 
spacer wire was employed having a diameter of 0.062 in. and a 
pitch of 12 in. A 10 in. unheated region existed between the top of 
the 3 ft heated section and the plenum. The axial distance, Z, is 
measured positive upward (downstream) from the top end of this 
heated region. In the spatial region of interest for IB superheat 
tests, - 6 < Z < 10 in.. 22 chromel-alumel thermocouples were 
welded to the outer tube wall. Sixteen void sensor probes (voltage 
taps) were also welded to the tube wall in this region. Resolution 
was better than one in. These sensors did not distinguish between 
argon gas and sodium vapor, thus a recorded void was only 
known to be nonliquid. The technique employed in measurement 
of the location of initial test section voiding was an improvement 
upon the method originally presented by Grass [7]. Using a 60 Hz 
a-c potential (less than 1 V) axially across the test section to re­
place the d-c potential previously employed [7] it was possible to 
place grounded thermocouples on the test section wall. This ar­
rangement provided the relatively fast thermocouple response de­
sirable for the transient superheat tests. The scheme was facili­
tated by using an integrating digital voltmeter (to reject the 60 
Hz a-c voltage) with a computerized data acquisition system. The 
details of this technique are given in reference [20]. 

Measurements during a test were recorded via a Hewlett Pack­
ard 2116 B high speed computerized data acquisition system. A 
complete set of thermocouple and flow meter data was taken 
every 2.3 s. Prior to boiling, the 16 voltage signals were monitored 
at 0.016 s intervals. The computer was programmed to detect ini­
tial nucleation, record its axial location, allow the system to boil 

- N o m e n c l a t u r e -

(! = mass velocity, lb,„/hr-ft2 

I' = pressure, psia 
R. R' = radius of curvature of surface cav­

ity interlace, ft 
T = temperature, deg F 
V = sodium velocity, ft/'s 
Z = axial location, ft 

a = surface tension, lb/ft 

Subscripts 
6 = bulk liquid 
g = inert gas 
/ = initial steady-state operating con­

dition 

IN = test section inlet 
L = bulk liquid 

OUT = test section outlet to plenum 
P = plenum 

SAT = saturation 
v = sodium vapor 
w = heated wal l 
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for a prescribed time interval, and finally terminate test section 
power. The last task lengthened the test section lifetime. 

T e s t P r o c e d u r e 
The system operation procedures were an integral part of the 

superheat tests and were used to control the inert gas content in 
the system. The experimental facility was filled under vacuum 
with sodium contained in the system dump tank at 400 deg F and 
a pressure slightly above atmospheric. The system was brought to 
the following conditions prior to test series A: test section—inlet 
600 deg F, outlet 900 deg F, velocity 17 fps, heat flux 7 x 105 Btu/ 
hr-ft2, by pass closed; plenum— 900 deg F, In psia. 

All tests reported were performed with a plenum gas pressure of 
15 psia and a sodium oxide level of - 15 ppm. Prior to the first 
boiling test it was desired to have the sodium in the plenum satu­
rated with argon gas simulating steady-state reactor operation. 
The loop operation time required to achieve this inert gas equilib­
rium was estimated at 20-30 hr. Thus, the loop was operated for 
30.5 hr under the reactor simulation conditions specified above 
prior to the first test. This operation also served to establish the 
system P-T history. 

In all tests, boiling was approached in a manner indicative of a 
flow coast down situation, perhaps one of the most credible forms 
of abnormal reactor operation. The test section velocity was re­
duced linearly as a function of time. The deceleration was 0.2 
ft/'s2 in all tests. This approach to boiling corresponded to a tem­
perature ramp at Z = 0 that increased from 200 deg F/min to 
2000 deg F/min during the transient. During the flow coast down 
the test section inlet temperature, plenum temperature and pres­
sure, and test section heat flux remained constant. The test sec­
tion temperatures and flow were recorded during the flow coast 
down prior to boiling while the void sensor outputs were moni­
tored. The computer was programmed to define initial voiding via 
a predetermined deviation in potential between adjacent voltage 
taps. The coast down duration was approximately 1 min from 
commencement to boiling inception which occurred at a velocity 
of approximately 4.5 fps. Subsequent to boiling detection and re­
cording of the axial location of initial nucleation the flow coast 
down continued, and test section temperatures and flow contin­
ued to be recorded. Test section power was terminated 2.7 s after 
boiling inception; the velocity was then manually held at a con­
stant value. Finally the system was returned to steady-state oper-

Table 1 Pretest history and superheat data 

RUN 

NUMBER 

A . l 

A . 2 

A . 3 

A. 4 
A , 5 
A . 6 

A . 7 

A. 8 
A,1) 
A. 10 

A . 1 1 
A . 1 2 

A. 13 
A . 14 

A . 1 5 
A . 16 

A, 17 

A . 18 

A. 19 
A . 2 0 

A . 2 1 
A . 2 2 

A. 2 3 
A . 24 

A . 2 5 
A, 26 

& . 1 
B , 2 

C . l 
C . 2 

D . i 
D . 2 

F..1 

T P 
( ° F ) 

9 0 0 

i i 

1 

i i 

9 0 0 

9 0 0 

9 0 0 

700 

700 

9 0 0 

9 0 0 

700 

T&iE FSOM 
LOOP F I L L 

(MRS) 

3 0 . 5 

3 4 . 8 

4 5 . 8 

5 4 , 3 
5 8 . 3 
7 8 . 7 

7 9 . 7 

79 .S3 
7 9 . 9 

SO.O 
8 0 . 1 

HO.2 

SO. 3 
8 0 . 4 

8 6 . 0 

8 6 . I 
3 6 . 2 

9 3 . 7 
1 0 4 . 2 

1 0 4 . 4 

104 . = 

1 0 6 , 8 

1 0 6 . 9 
10 7 . 4 

1 0 8 . 4 

1 0 8 . 5 

0 . 8 
1 . 3 

3 4 . 0 
4 2 , 0 

2 0 . 0 

2 0 , 1 

2 4 . 0 

MAXI>fUK TEST SECTION 

BULK SUPERHEAT 
( J F ) 

0 

/ 

} 

i 

' 
0 

120 

1 5 0 

40 
100 

0 

0 

30 

__ 

1 
I N C I P I E N T BOILING 

BULK SUPERHEAT 

( ° F ) 

0 

I 

i 

i 

i 
0 

0 

60 

20 
0 

o 
0 

30 
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IOOOI 1 1 1 1 1 1 1 1 1 lo 

-12 -10 - 8 - 6 - 4 - 2 0 2 4 6 8 
TIME, sec 

Fig. 2 Zero superheat test data 

ation with parameters set to the original values as previously de­
lineated. 

Subsequent to the first test, the system was again operated in 
the steady-state mode for a prescribed length of time before the 
second test was performed. This procedure was followed to allow 
the inert gas concentration in the wall cavities to return to equi­
librium and to re-establish the P-T history imposed by steady-
state operation. The second test was performed in a manner iden­
tical to the first test. Since the time period between tests neces­
sary to obtain inert gas equilibrium in the wall cavities was not 
known the steady-state operating time between tests was varied. 
Twenty-six tests were performed in this series, test series A. The 
system was run continuously from initial sodium fill to comple­
tion of the test series. 

Experimental Results and Discussion 
The sodium superheats measured in all tests of series A were 

identical and equal to zero. After the initial operational period of 
30.5 hr, the duration of operation between tests varied from 20.4 
to 0.1 hr as given in Table 1. Typical transient measurements and 
results are shown in Fig. 2 where the time scale is relative to the 
inception of boiling. In the test represented in Fig. 2. boiling was 
first detected 3.9 in. above the top of the heater, Z = 3.9 in. 
Thereafter, all test section temperatures in the instrumented re­
gion approached a relatively constant value indicative of bulk 
boiling. The velocity shown was recorded on an analog system; 
the electromagnetic (EM) flow meter was located at the test sec­
tion inlet. After a short delay subsequent to boiling detection, the 
velocity decreased more sharply as voids were formed. In general, 
this result is consistent with the results presented in references 
(21, 22] for a single test empolying a flow coast down rate faster 
by approximately a factor of three. After power termination, the 
velocity returned to the original linear decline until the coast 
down was terminated. The same temperature data were replotted 
in Fig. 3 at several times relative to boiling inception. The tem­
peratures shown in Figs. 2 and 3 recorded on the outer, insulated, 
test section wall differ from the bulk sodium temperature. This 
condition is a result of test section heat loss. However, using the 
recorded test section temperature profile after the establishment 
of bulk boiling as the saturation temperature distribution at boil­
ing inception minimized the error incurred in the calculation of 
the bulk superheat. For example, the sodium bulk superheat was 
calculated in test run A.6 as the difference in measured tempera­
tures at times 0 and 1.3 s. as shown in Fig. 3. The IB superheat at 
Z = 3.9 in. is seen to be near zero (slightly subcooled). The maxi­
mum superheat in the test section at the time of IB, occurred at 
Z -•-• 0.5 in. and was also approximately zero. A distinction be­
tween these two superheats is made in Table 1. 

The data for ail 26 test runs of series A were similar to the data 
of Figs. 2 and 3. The location of initial nucleation varied while the 
superheat remained near zero. Nucleation occurred over the axial 
range in the test section from Z = - 1 in. to Z = 5 in. indicating 
that no preferential nucleation site existed in the test section. As 
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Fig. 3 Zero superheat test results 

Fig. 4 High superheat test results 

seen in Fig. 3. sodium in this portion of the test section reached 
saturation conditions approximately concurrently. 

The results of test series A showing consistently zero superheat 
might at the outset be attributed to any of several parameters. 
For example, boiling was obtained at a velocity of approximately 
4.5 fps. The results of references [11, 17], although obtained under 
different parametric conditions, imply that zero bulk superheat 
would be expected at a velocity greater than about 4 fps. How­
ever, this as well as most other parametric considerations that 
might account for the zero superheat test results are not indepen­
dent of the manner in which tests are conducted. Test runs 
A.19-A.26 were performed in relatively close succession as shown 
in Table 1. Some tests were separated by only 0.1 hr. As men­
tioned in reference [14], repeated boiling runs of this type have 
generally been observed to occur at increasingly higher super­
heats. This result has been attributed to deactivation of wall nu-
cleation sites and to loss of inert gas from the wall sites. The re­
sults of test series A did not exhibit this trend. Based on this 
finding and the occasional observation of relatively large inert gas 
bubbles in the test section, nucleation was suspected to have oc­
curred from gas bubbles in the bulk liquid. The presence of these 
nucleation sites, although too small to be effectively measured via 
the voltage tap instrumentation, would account for the repeated 
zero superheat results of test series A. Although no measurement 
was made of which nucleation sites were active (gas bubbles or 
wall cavities) the results of test series B indicated that the zero 
superheat observed in series A was a direct consequence of inert 
gas in the system. 

Test series B was performed with the primary objective of ob­
taining a high test section superheat at boiling incipience. These 
tests served as a system control showing that zero superheat was 
not peculiar to the test facility. In addition, this test series sup­
ported the contention that the zero superheat of series A was not 
due to any system parameter other than the inert gas. Test series 
B was conducted with all parameters identical to those of test se-

-10 -8 -6 -4 -2 0 2 4 6 8 10 12 
TIME, sec 

Fig. 5 Superheat test data from pot type operation 

ries A. There was only one procedural difference. Test B.l was 
performed after 0.8 hr of steady-state loop operation subsequent 
to sodium fill in contrast to 30.5 hr prior to test A.l. This proce­
dure affected the inert gas content of the sodium; test series B 
was performed with far less argon dissolved in the sodium than in 
series A. It was unlikely that inert gas bubbles would be present 
in the test section as in series A, and none was observed in series 
B. Nucleation in test series B was believed to have occurred from 
test section wall cavities with a low inert gas pressure. The maxi­
mum test section superheat measured in test B.l was 120 deg F; 
150 deg F superheat was obtained in test B.2 0.7 hr later. 

The results of test B.2 are presented in Fig. 4. The IB superheat 
was 60 deg F at Z = 7.1 in. while the maximum test section su­
perheat was 150 deg F at 7. = 0 in. This later superheat is of rela­
tively high magnitude and as discussed in the foregoing was ob­
tained under conditions similar to test series A. The important 
parameter, varied between the two test series, was the inert gas 
content in the sodium. 

A pot-type LMFBR having a sodium-argon interface several 
hundred deg F lower than the maximum system temperature is 
not expected to display consistently zero superheat at boiling in­
ception independent of other system parameters. Thus, test series 
C was performed utilizing a low plenum temperature. This condi­
tion was obtained by test facility operation with the test section 
by-pass open, maintaining the plenum temperature at 700 deg F. 
The scheme was representative of pot type reactor operational 
conditions. The test procedure was identical to series A, and the 
steady-state parameters were as given previously with two excep­
tions. The steady-state pretest velocity was 13 fps corresponding 
to a test section heat flux of 5.5 x 105 Btu/hr-ft3. (The test sec­
tion inlet and outlet temperatures were 600 deg F and 900 deg F, 
respectively, and the plenum temperature was 700 deg F.) The 
duration of the flow coast down transient was approximately 45 s 
from commencement to boiling inception; the same deceleration 
of 0.2 ft/s2 was employed as in previous tests. 

The system was filled and operated at steady-state for 34 hr 
prior to test C.l wherein moderate superheat was obtained as 
given in Table 1. A second test, C.2, was made 8 hr later. As a 
control, the system was dumped, refilled several days later, and 
test series I) was performed. Series D was similar to series A in all 
respects; the superheats were zero. The loop was then dumped, 
refilled after several days, and test series E was performed similar 
in all respects to series C. 

The superheat results of tests C.l and E.l were similar; the re­
sults of E.l are shown in Fig. 5. Boiling initiated at 7, = -0 .8 in. 
in both tests and the maximum test section superheat at boiling 
inception was 30 deg F-40 deg F. insufficient data were available 
to determine the cause of the different superheat obtained in test 
C.2. 

It was desired to compare the superheat data to the prediction 
of the P-T history model as presented in references [6, 23]. How­
ever, none of the data from test series A and B was applicable. 
The suspicion of nucleation from gas bubbles instead of wall cavi­
ties in series A and the nonequilibrium plenum inert gas concen-
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tration in series B precluded the use of these data. Test series C 
and E were performed with a low, but equilibrium, inert gas con­
centration in the sodium. Although the data are limited, the re­
sults of tests C.l and E.l were compared to the P-T history model 
for predicting IB superheat. 

Theory 
Boiling was assumed to occur when the forces due to vapor 

pressure and inert gas inside a cavity in the surface of the test 
section heater became larger than the opposing forces due to liq­
uid sodium pressure and surface tension. Such prediction of nu-
cleation from wall cavities requires knowledge of the radius of 
curvature of the liquid-vapor interface in the cavity at IB as well 
as the partial pressure of argon gas in the cavity. The P-T history 
theory provides a method for calculating the radius of curvature, 
and various models have been used to account for the inert gas 
pressure [3, 4, 6, 23]. For application to test series C and E, the 
inert gas models discussed in references [6, 23] which utilize the 
inert gas equilibrium condition prior to testing were employed. 
Operating at steady-state the radius of curvature of the liquid 
vapor interface in the nonwetted cavity was calculated from 

R'{Z) 
P^WT^K^MW^7!^^^ a) 

where Ti is the initial heater wall temperature under steady-state 
conditions. Assuming that the plenum sodium was saturated with 
argon gas, the mass fraction of argon was calculated from Henry's 
law. Then under the assumption that the mass fraction of argon 
was constant throughout the experimental loop, the partial pres­
sures of argon in the cavities were also calculated from Henry's 
law. 

PAT,(Z)) = PpK(rp)/K(Tr{Z)) ,(2) 

where K is the Henry's law constant. Combining equations (1) 
and (2), R'(Z) was computed from the steady-state distributions, 
Ti(Z) and Pi(Z). The result of this calculation for tests series A is 
shown in Fig. 6 using idealized temperature distributions that 
were linear across the 3 ft heated length and constant at 900 deg 
F in the 10 in. unheated region. Boiling is assumed to initiate 
during the flow coast down test when the following relation was 
first satisfied in the wetted cavity. 

PV(T{Z)) + Pe(T(Z)) = PL(Z) + ^~^f^ (3) 

The heater wall temperature (cavity temperature), T(Z), corre­
sponds to a time during the transient when the liquid pressure is 
Pi.(Z). The radius of curvature, R(Z), in the wetted cavity at 
boiling incipience was assumed to be related to the nonwetted ra­
dius, R', by a relation of the form 

R/R' = constant (4) 

It remains to model the inert gas in the cavity during the tran­
sient to complete the superheat prediction via equation (3). Two 
models were employed representing extreme conditions. 

Model 1. It was assumed that the inert gas in the cavity was 
in constant mass equilibrium during the transient and that the 
partial pressure, 1'u. could be calculated via Henry's law. The re­
sult was 

Pe(T(Z)) = P^HT^/KiTiZ)) (5) 

Model 2. It was assumed that the transient was relatively fast 
such that the mass of inert gas in the cavity was unaltered from 
its steady-state value. Using the perfect gas law yielded 

Pg(T(Z)) = P^TjlZVnzVTjiZ) (6) 

Since the time constant for diffusion of inert gas from the cavi­
ties is large compared to the rate of the transient, gas model 2 is 
likely to be more representative of the experiments than model 1. 
Results from model 1 are similar to predictions made by neglect­
ing inert gas in the surface cavities. 

Values of the radius ratio. R/R', in the range of 0.342 to 1.0 

have been presented [4. 5, 6. 23] for use with sodium, and super­
heat predictions employing a value of R/R' = 1.0 appear to repre­
sent the data most consistently. Two values of this ratio were 
used in the present calculations, R/R' = 0.342 and 1.0. Four pre­
dictions of the superheat required for nucleation were obtained 
from equation (3) using the two gas models, equations (5) and 
(6), and the two values of R/R'. The results applied to test series 
A are shown in Fig. 6 at a time during the flow coast down when 
the mass velocity was reduced to 9.2 x 105 lb;vf/hr-ft2 from its ini­
tial steady-state value of G, = 3.07 x K)6 Ib.w/hr-ft2. The ideal­
ized bulk (Th) and heated wall (Tu) temperature profiles are 
shown. The wall temperature was calculated from a heat balance 
employing a constant empirical heat transfer coefficient in the 
test section. The temperatures required for nucleation calculated 
from gas model 2 fell below the saturation temperature. This re­
sult implies that inert gas bubbles will nucleate from the cavities 
prior to reaching saturation conditions, and boiling will occur at 
zero superheat. Boiling is predicted to occur at the time when the 
wall temperature first equals the required nucleation temperature 
at some location in the test section, i.e., when equation (3) is first 
satisfied by some T(Z) at time, t, and axial location Z. The wall 
temperature at the time corresponding to Fig. 6 is seen to equal 
the saturation temperature at Z = 0. The prediction of gas model 
2 is that boiling would occur at Z = Oat this time. 

Employing gas model 1, the intersection of 7V and the required 
temperature for nucleation occurred at Z = 0 at a time later in 
the transient than represented in Fig. 6 with a superheat greater 
than zero. This condition may be inferred from Fig. 6. However, 
the wall temperature distribution employed in the calculation 
was an idealized estimate of the system transient temperature 
profile. The temperature measurements shown in Figs. 3 and 4 
indicate that the axial wall temperature distribution in the test 
section was similar to the predicted nucleation temperature 
curves (shown in Fig. 6) in the region near Z = 0. 

Under this condition it is equally probable that nucleation will 
occur anywhere in the superheated region of the test section. 
Equation (3) would be satisfied in this entire region at approxi­
mately the same time, and the experimental results are consis­
tent with this observation. Due to the uncertainty in the predic­
tion of the location of boiling inception, the wall superheats were 
calculated (using the idealized temperature profiles) at two loca­
tions, Z - 0 and Z = 10 in. and are given in Table 2. These su­
perheat predictions are wall superheats. Bulk superheats were ex­
perimentally measured and predicted values are given in Table 2 
at conditions of interest. 

As previously discussed, nucleation in test series A was sus-

Fig. 6 Superheat prediction 
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Table 2 Predicted superheat 
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pected to have occurred from gas bobbles rather than wall cavi­
ties. However, it is of interest to note that assuming nucleation 
from wall cavities, zero superheat was predicted using gas model 
2. This result was also obtained in reference |19]. 

Equation CD was applied to the conditions of test series C and 
E. In this case, both gas models I and 2 predicted superheats 
greater than zero at boiling inception. The same uncertainty in 
predicted location of incipient boiling was encountered in test se­
ries C and E as was found in series A. Thus the predicted values 
of superheat are given in Table 2 for two axial locations, 7, ~ 0, 
and 7 = 10 in. The maximum IB bulk superheat predicted at Z 
= 0 using gas model 2 and R/R' - 1.0 was 56 deg F for test series 
C and E. The corresponding measured values were 30-40 deg F. 

As presented in Table 2, the superheat predictions were sensi­
tive to the gas model and the radius ratio employed. Gas model 2 
with R/R' = 1.0 gave results closest to the data. 

Conclusions 
It was demonstrated that in a LMFBR loop type system oper­

ating at steady-state for a period of time long enough to establish 
mass equilibrium of inert gas the superheat at boiling inception 
following a system transient was zero. Based on experimental re­
sults and consistent with previous predictions |1 , 19] the zero su­
perheat result was attributed to inert gas in the system. These 
tests were conducted with system parameters of heat flux, veloci­
ty, pressure, geometry, liquid purity, surface condition, pressure-
temperature history, inert gas content, temperature ramp, and 
approach to boiling set at single prescribed values in the range of 
interest for nuclear fast reactor application. Extension of the ex­
periments to include variations in system parameters, remaining 
in the range of interest to LMFBRs, would be expected to yield 
the same zero superheat result due to the inert gas. However, this 
condition remains to be demonstrated. 

Sodium superheats from zero to 150 deg F were obtained by al­
tering the system preboiling steady-state operating time thereby 
influencing the inert gas content of the sodium. These results 
were obtained at velocities above 4 fps which have been reported 
[17] to consistently produce near zero superheat in another exper­
imental program. 

Superheat data obtained under pot type LMFBR operating 
conditions were compared to predictions including the effect of 
inert gas in the wall cavity nucleation sites. The sensitivity of su­
perheat predictions to parameters of gas model, radius, R', and 
radius ratio, R/R', was demonstrated. However, using reasonable 
conditions of gas model 2, R' determined from the system P-T 

history, and R/R' - 1.0, the theory compared well with the limit­
ed data obtained under pot-type operation. 
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The Influence of Twisted Tapes in 

Subcritical, Once-Through Vapor 

Generators in Counter flow 
The swirl flow of Freon 12 in a tubular heat exchanger, indirectly heated by forced con­
vection of water in an annular gap, is studied. Two identical situations are compared, 
with and without a twisted tape, to deduce the influence of the swirl flow in the particu­
larly interesting boundary condition of indirect heating by another fluid (and not simply 
of uniform Joule heating). The heat transfer is greatly increased by the sirirl flow, up to 
a factor of two at the burnout or dryout point. 

Introduction 

The need to increase power densities in heat exchangers has led 
to the use of twisted tapes as swirl flow promoters; this is particu­
larly attractive in once-through boilers. Previous research efforts, 
some conducted by the present authors and performed mostly 
with electrically heated test sections with part of the power dissi­
pated by the inserted tape itself, have clearly indicated that the 
insertion of twisted tapes generally increases the burnout quality. 
The temperature jump at the burnout or dryout point is de­
creased, and the wall temperature oscillations near the burnout 
point are reduced. 

The uniform Joule heating of the test sections may indeed be a 
rough approximation of the indirect heating by a secondary fluid 
(like in sodium steam generators for fast reactor plants) [l].1 

Electric heating does present many experimental advantages of 
simplicity [2-5], but it may lead to some errors, especially with 
those fluids which have a small heat of vaporization and a ten­
dency toward thermodynamic nonequilibrium (Freons for exam­
ple). 

The present experiments were performed with a vertical, 
straight test section with Freon 12 flowing upward in once-
through flow, heated by water in forced convection downward 
flow in an external annular gap (Fig. 1). In this test section it is 
possible to insert a twisted tape in the inner tube, so to have two 
reference situations, i.e., one with twisted tape and one other 
without, with all other parameters being kept constant. 

Freon enters as subcooled liquid and exits as saturated or 
super-heated vapour. Forced flow of pressurized water in the ex­
ternal annular gap has been selected for its high heat transfer 
coefficient. This selection provides a certain similarity with sodi-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received bv the Heat Transfer 
Division, June 20, 1974. Paper No. 74-HT-XX. 

UID heated steam generators for fast reactor plants, where the so­
dium (shell side) corresponds to the water (annular gap) and the 
vaporizing water (tube side) corresponds to the Freon 12 (tube 
side). 

Exper imenta l Appara tus and Procedure 
The experimental apparatus shown in Fig. 1 consists of two 

coupled stainless steel loops. The first loop (left side) is the Freon 
loop in which vaporization of the fluid takes place within the test 
section. A water cooled condenser, a piston pump, and a preheat-
er are the other main components. The water loop, which in­
cludes a centrifugal pump and a heater as the main components, 
is operated at 30 atm. The inlet temperature of the water in the 
test section is fixed during a given test by adjusting the power to 
the heater. A detailed description of the loop is available in [6] to 
which the reader is referred for further description. 

The test section was made of stainless steel. The inner tube 
had an inner diameter of 0.756 cm and a wall thickness of 0.02 
cm; the outer tube had an inner diameter of 1.576 cm. The outer 
tube was externally insulated to minimize heat losses. Along the 
external wall of the outer tube were fixed 20 wall thermocouples, 
axially 10 cm apart, with the bead penetrating within the wall as 
shown in Fig. 2. The heat transfer length of the test section was 
200 cm. Fig. 2 shows the dimensions of the cross section, together 
with the dimensions of the twisted tape (thickness = 0.02 cm). 
The twist ratio v = 4.4 (180° twist length/inner diameter) of the 
tape is typical of that used in studies of single-phase and two-
phase swirl flow [7]. 

All the signals from the loops (temperature, pressures, flow-
rates) are periodically scanned and printed by a data logging sys­
tem, with a period of about 20 sc. 

Consider now the two reference situations, with and without a 
twisted tape, for the same specific mass flowrate and pressure of 
the Freon at a constant specific mass flowrate of water, but with 
gradually varying water inlet temperature. First of all, it is im­
portant to remark that the two coupled loops had to be operated 
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Fig. 1 Flow diagram of loop CF-1 
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Fig. 2 Sketch ot the characteristic dimensions of the Freon-water test 
section 

very slowly, through quasi-stationary equilibrium states, to avoid 
unstable conditions. 

A typical experimental diagram is shown in Fig. 3, in which 
two typical situations are compared. It can be seen the insertion 
of twisted tapes has increased the heat exchanged, so that in the 
swirl flow case at the outlet there is superheated Freon vapor, 
whereas for the same conditions, in the straight flow case, the 
outlet Freon temperature remains at the saturation value. 

From the wall temperature profile of the water side, even ac­
counting for the external heat losses, it is not possible to deduce 
the axial heat flux profile from the various local heat balances. 
This is due to a certain scatter in the experimental points. This 
scatter could be reduced by reducing the water flowrate, thereby 

increasing the overall water temperature difference. However, it 
was impossible to do this without affecting the heat transfer to 
the Freon. This drawback of the present work is very difficult to 
overcome. If the heat flux profiles could be obtained, much infor­
mation about the burnout power, the post burnout heat transfer, 
etc. would be available. In the absence of this information, other 
trends, rather general in character, have been inferred from the 
experimental sets of data. 

E x p e r i m e n t a l R e s u l t s 

A representative set of the experimental results is shown in 
Figs. 4 and 5 for some typical situations with and without the 

. N o m e n c l a t u r e . 

D = diameter 
Dh = equivalent hydraulic diameter 
G = freon specific mass flowrate 
h = heat transfer coefficient (wall-to-

Freon) 
H = enthalpy 
L = length, heated length 
p = pressure 

Re = Reynolds number 
T = temperature 

W = thermal power exchanged between 
water and Freon 

X = qualtiy 
y = tape twist ratio (180° twist length/ 

inner diameter) 
a = swirl flow geometric parameter 
^ = heat flux to Freon (through inner 

surface of Freon tube) 
1' = total mass flowrate 
A = latent heat of vaporization 
M = dynamic viscosity 

7r = p/pn- = reduced pressure 

Subscripts 

B.O. = burnout (or dryout) 
cr = critical 
in = inlet 

Jh = Joule heating 
out = outlet 
sat = saturation 

tt = twisted tape, swirl flow 
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twisted tape insert. On the left side of each graph the Freon out­
let temperatures are plotted versus the total heat transfer be­
tween water and Freon; on the right side the heat transfer is plot­
ted versus the inlet temperature of the water. 

Each diagram refers to the same Freon reduced pressure (IT) 
and to the same specific mass flowrates of Freon and water (G). 
The right-hand curves are roughly similar to the classical Nuki-
yama boiling curves, except that in this case the heating medium 
temperature is the independent variable. 

In some of the diagrams, on the right side, the ratio of the heat 
transfer for the water side to that for the Freon side is presented. 
This ratio is very close to unity, and the dispersion of the repre­
sentative points gives an idea of the experimental accuracy. 

Some observations may be made relative to the water side 
curves in Figs. 4 and 5: 

— The curves (with and without tape) have an initial, almost 
overlapping portion which generally corresponds (see Freon outlet 
temperature curve) to different boiling regimes. The initial 
change of slope corresponds presumably to the transition from 
forced convection to nucleate boiling. It may be concluded that 
there is no significant influence of the swirl flow in subcooled and 
low quality boiling. This is in agreement with the results given 
recently in [11]. 

— The two curves have a similar trend: the heat transfer in­
creases with increasing Tin of water, up to a maximum, which 
may be called more or less properly. Wu.u. (burnout, or dryout 
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Fig. 3 Typical exper imental d iagram which shows tor the same exper i ­
mental condit ions the increase in heat transfer to Freon achievable with 
the insert ion of the twisted tape 

Fig. 4 Heat transfer power (W) with and without twisted tapes as a 
funct ion of the water inlet temperature ( T i n w a ! e r , r ight) and the Freon 
outlet temperature ( r ( , u ( i r e ( m , left) 
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are terms used as synonyms), then decreases to a minimum, to 
increase again at higher water temperatures. For both straight 
and swirl flow, this may be regarded as a kind of burnout which 
propagates upward and reduces the heat transfer. 

A low heat transfer film boiling may be envisioned which origi­
nates initially at the outlet (Freon side) of the test section and 
propagates upward, increasing the water temperatures, up to a 
minimum value of heat transfer. The increased water-Freon tem­
perature difference then enhances the total heat transfer through 
different transfer mechanisms. 

— The two maxima, Wn.o.o and WHO. differ greatly, with 
WHO.it always > WHO.. Also, the corresponding wall tempera­
tures (Freon side, at the outlet, deduced from the water inlet 
temperatures). T„ n.o.n and T„ no. are different, with 
T„-. H.O.U > T„ H.o. . In addition, the "straight flow" curve has 
often a narrower peak, showing a stronger dependence of the rela­
tive film boiling regime on the wall temperature. 

— The "swirl flow" maximum W\.,Ayu frequently corresponds 
to a Freon outlet equilibrium quality X > 1 as is apparent from 

the Freon outlet temperature curve. 
— The "straight flow" maximum WH.O. corresponds to a 

Freon outlet quality X < 1. 
— The decreases SW of W after the "burnout" points (see 

Fig. 4) are such that: 

" l i . O . t t " B . n . 

— Finally, the swirl flow curves are all situated well above the 
straight flow curves, clearly indicating a better overall heat trans­
fer with the turbulators in all flow regimes. 

Fig. 6 shows the ratios of the exchanged thermal powers for a 
particular situation, ranging from 120 percent to ~-170 percent 
and approaching higher values in the temperature interval be­
tween the two burnout points. 

The maximum heat transfer for the two reference situations is 
presented as a function of reduced pressure in Fig. 7. The overall 
"gain" of 30 to 80 percent obviously looks very interesting. 

Z20-; 

200J 

G = 90 qj 

T,N M 
Fig. 6 Ratio of the total heat in swirl and straight f low at di f fereni water 
inlet temperatures 
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Fig. 7 Increase of the max imum thermal powers exchanged with and 
without twisted tape as a funct ion of pressure 
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Fig. 8 Increase of burnout quality in swirl f low 

The improvement in burnout qualities with the twisted tape is 
given in Fig. 8. The relative gain in the burnout quality ranges 
from 55 to 90 percent. This gain might be easily translated to a 
reduction of heat exchanger length in commercial steam genera­
tors. 

The wall temperature of the Freon tube at which W,, for in­
creasing inlet temperature of water first begins to decrease has 
been designated as a burnout wall temperature T„ it.o.u. This is 
not strictly correct as Tlr. H.O.H refers to the Freon outlet section 
(corresponding often to Freon superheats), while the burnout or 
dryout point may be substantially upstream. Nevertheless. 
TV.H.n.u , the wall temperature corresponding to WVn.u, has an 
indirect physical significance and is shown in Fig. 9. Fig. 9 synth­
esizes how the difference in the burnout temperatures which is 
significant (~50 percent of T„B.O.) at low pressure decreases 
monotonically until it disappears at higher pressures. 

It is interesting to compare the burnout powers in straight and 
swirl flow for this experimental system with the burnout powers 
predictable by the available correlations for Joule heating. A re­
cent paper by the present authors [8] suggests the following corre­
lation to predict Freon 12 burnout in straight, vertical ducts uni­
formly heated by the Joule effect over the entire range of pres­
sure. 

a X 
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(9 4 
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(G in g/cm2 s; D in cm). 
The indexes Jh which have been added to Wn.n. mean "Joule 

heating." 
A comparison between the suggested correlation and indirect 

heating by another fluid is shown in Fig. 10 for straight flow. 
There is a positive difference, Wn.o. being higher than Wi;.n,.i» by 
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Fig. 9 The decrease of the relative di f ference of the 'burnout'1 tempera­
tures with pressure 
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Fig. 10 Increase of burn-out power with indirect heating with respect to 
the burnout power with uni form Joule heat ing 

10 to 30 percent. This difference may be due to a more gradual 
heat transfer which takes place in the indirect heating which thus 
allows a higher burnout power. 

Consider briefly, now, the other typical heat transfer regimes, 
besides bulk boiling. As is well known, in a subcritical, once-
through flow the following main heat transfer regions may be dis­
tinguished: 

--- the inlet, forced convection regions of subeooled liquid up 
to the incipient subeooled boiling: 

•— the bulk boiling region with net vapor generation from the 
point X = 0 to the dry-out point; 

— the outlet, forced convection region of superheated vapor 
from the point X -^ 1 to the outlet section. 

In this subdivision the post burnout region from the burnout 
point to the point A' c~ 1, in which droplets of liquid are en­
trained in the vapor phase, has been neglected. Obviously the rel­
ative importance of this region decreases as the burnout quality 
approaches unity, which happens (Fig. 10) more with indirect 
heating than with Joule heating, and more (Fig. 8) with swirl flow 
than with straight flow. 

The measurements of the heat transfer coefficients in both the 
liquid phase and in the vapor phase have been performed keep­
ing, respectively, the liquid all subeooled and the vapor all super­
heated through the whole test section, from inlet to outlet. 

The influence of the twisted tapes in the forced convection re­
gion of subeooled liquid is shown in Fig. II . In the case of swirl 
flow t he Reynolds number is computed as 

Ro H e t t 
' V ( . 7 \ 

where o, which takes into account the increase of velocity due to 
the swirl flow, at the same G, is defined as 

!4\ 

The increase of the forced convection heat transfer in swirl flow is 
evident and approaches, in the investigated Reynolds number 
range, 100 percent. 
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SUBCOOLED LIQUID 

Re*10 
Fig. 11 Heat transfer coefficient for swirl flow and straight flow in forced 
convection of subcooled liquid 

A rr = 5 
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o JT = 9 

a rr = 5 
o JI = 3 

WITH TWISTED TAPE 

WITHOUT TWISTED TAPE 

T= 100 °C 

SUPERHEATED VAPOR 

RexlO 

Fig. 12 Heat transfer coefficient for swirl flow and straight flow in 
forced convection of superheated vapor 

Considering the forced convection region of superheated vapor, 
and comparing the heat transfer coefficients at the same Reyn­
olds numbers (Fig. 12), the advantage of swirl flow is evident but 
there is only about a 40 percent increase. In the diagram a few 
data points have been plotted at different pressures, which are 
not sufficient to delineate a trend, but only to denote a systemat­
ic increase of hlx with respect to/i. 

Conc lus ions 

In the study of swirl flow in subcritical, once-through vapor 
generators, the axially uniform Joule heating is only a rough ap­
proximation of the real boundary condition of heating with an­
other fluid, in which the heat flux profile may not be uniform. 
Using a counter-current experimental device with a Freon loop 
and a water loop, coupled in a two-fluid test section, the following 
general observations may be drawn: 

— In the forced convection region of subcooled liquid, the in­
sertion of a twisted tape results in a doubling of the heat coeffi­
cient, 

— The increase of the burnout power in the boiling region in 
swirl flow with respect to straight flow is very high (~200 per­
cent) and rather independent of the pressure (up to the critical 
pressure) 

— Burnout powers in straight flow are somewhat higher (10-
30 percent) than those predicted with equation (1) obtained 
employing uniform Joule heating of test sections (Fig. 10) 

— The relative increase of burnout qualities in swirl flow with 
respect to straight flow ranges from 20 to 90 percent (Fig. 8) 

— The burnout wall temperatures at burnout in swirl flow in­
crease by 50 to 200 percent, with a weak pressure dependence 

— In swirl flow, on increasing the wall temperature, the up­
stream propagation of the film boiling regime is much more grad­
ual 

— In the forced convection region of superheated vapor swirl 
flow increases the heat transfer coefficient, but to a much smaller 
extent than with subcooled liquid 

In conclusion, it may be said that a swirl flow in subcritical, 
once-through vapor generators seems a very promising means to 
increase the heat transfer and the power densities, thus reducing 
the capital costs. The present experimental work covering a very 
wide pressure range up to the critical value, strengthens this 
opinion. 
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Continuous Slug Flow in Vertical Tubes 
A method of simulating the behavior of continuously slugging vertical columns is pre­
sented. Slugs are introduced at regular time intervals at some reference level near the 
bottom of a column and their subsequent motion and coalescence is simulated numeri­
cally. Experiments on coalescing slug pairs are used to supply information on slug inter­
actions, while the relationship between slug length and volume is obtained from experi­
ments on single slugs. The numerical predictions are in reasonable agreement with ex­
perimental results for continuously slugging liquids. 

I n t r o d u c t i o n 

Although considerable attention has been devoted to nonin-
teracting gas slugs rising in confined liquids, there has been little 
work on interactions between slugs. There are no methods cur­
rently available for predicting slug properties lor two-phase sys­
tems in the slug flow regime, a regime of considerable importance 
for fluidized beds and in two-phase heat transfer applications. 

In the present paper, a method is given for predicting the dis­
tribution of gas slugs in a liquid in a column about 1 in. in diam­
eter or larger such that surface tension forces play a negligible 
role [l].1 The model is conceptually similar to a model used to 
predict the motion and coalescence of vertical chains of bubbles 
in fluidized beds [2]. Contrary to the earlier case, the effect of one 
slug on the following slug must be found empirically, while for­
ward interactions and second order interactions may be neglected 
for slugs but not for unconfined bubbles. In addition, the change 
of slug shape with slug volume must be taken into account. 

Coa l e scence Of S l u g P a i r s 
Moissis and Griffith [.'!] found that when two slugs rise simulta­

neously through a vertical tube, the rear slug accelerates and 
eventually reaches and coalesces with the leading slug. Theoreti­
cal analysis of this phenomenon is complex, and a simple account 
of slug interaction like that for bubbles in fluidized beds [4. 5] is 
not presently available. A more empirical approach has therefore 
been adopted, in which the relative velocity between two slugs 
has been measured as a function of separation, column diameter, 
and liquid properties. 

Moissis and Griffith report similar experiments for slugs in 
water. In their experiments, two slugs were injected into a tube 
and the leading slug was held stationary by downward liquid flow-
while the motion of the second slug was recorded by einephotog-
raphv. The velocity of slug 2 relative to slug 1 was found to be 
given by: 

UR/USI = 8 e x p ( - 1.06 -v/D) (1) 

1 Numbers in brackets designate References at end el paper. 
Contributed by the Heat Transfer Division for publication in the -KH'K-

NAI. OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division. January 1?.. 1974, Paper No. 74-HT-EE. 

where (N, is the rise velocity of a single slug and x the distance 
between the nose of slug 2 and the tail of slug 1 (see Fig. 1). 

The validity of equation (1) for slugs in free rise is so far unin­
vestigated. Moreover, equation (1) is unlikely to apply for other 
systems. We have therefore performed experiments on slug pairs 
in transparent acrylic tubes of 2.5 and 5 cm dia. using sucrose so­
lutions to cover the liquid viscosity range from 1 cP to 15 poise. In 
each case, two air slugs were introduced in rapid succession at the 
base of a stagnant liquid column, and their subsequent motion 
was recorded by cinephotography. Either a telephoto lens was 
used and the camera "panned" to follow the slugs, or the camera 
was mounted on a moveable platform and raised at approximate­
ly the velocity of slug 1. Frame-by-frame analysis of the films 
gave x as a function of time. 

Equation (1) may be written in general form 

^ = -VR = -«Vstc-""' 

It is convenient to introduce the dimensionless variables 

,S = x/D 

(2) 

T = f(z/D)1/2 

aL'sL( *> 

(3) 

(4) 

(5) 

and 
B = h /£> 

- A Be 

(6) 

(7) 

Equation (2) then becomes 
(IfS 

(IT 

T = 0 is taken as the instant when S = 0, i.e., when slug 2 touch­
es slug 1. Equation (7) then yields 

,S = B In (1 --AT) (8) 

Values of .4 and li were determined by fitting equation (8) using 
least-squares regression |6J. Two to seven coalescing pairs were 
used for each solution. Fig. 2 shows the fitted curve and the re­
sults of two experimental sequences for one solution in the 5 cm 
pipe. Equation (81 gives a reasonable representation for all the 
solutions examined. No effect of the following slug on the velocity 
of the leading slug nor of slug length on (.'/, could be detected. 

Fig. 3 shows the curves obtained for the solutions tested. The 
curves form a sequence in order of increasing C = pDtgDT 2If-, a 
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D-

Fig. 1 Two interacting slugs (schematic) 

sort of Reynolds number, since the velocity of an isolated slug is 
proportional to (al))1 2 [7, 8). The dimensionless interaction pa­
rameters, A and B, are shown as functions of (' in Fig. 4. Fig. 4 
also shows a, the dimensionless relative velocity of slug 2 at the 
instant when it reaches slug 1. Fig. 4 can be used to characterize 
the relative velocity of slugs in systems for which C is known and 
surface tension is unimportant. 

The curve obtained by Moissis and Griffith is also shown in 
Fig. 3; it differs widely from those obtained in the present work. 
Although an attempt was made to reproduce the earlier determi­
nations using downtlow of water to stabilize the leading slug, the 
first slug tended to wobble and shed small satellite bubbles, while 

^ • . 
'"V 

" & T 
m/cX' 

Fig. 2 Relative spacing of interacting slug pairs as a function of time: D 
= 5.1 crn, )i = 0.135 poise, p = 1.24 gm;cc , C = 3.3 X 10J 

© 

f f j 

«... 
! 
•©-. 

i<3T 

Fig 3 Regression curves for interaction of slugs in various liquids 

the second slug approached more slowly and erratically than 
when two slugs were rising through stagnant liquid. It is therefore 
concluded that the results of Moissis and Griffith are not applica­
ble to freely rising slugs. Evidently the different conditions in the 
fluid at the wall near fixed and freely-rising slugs cause different 
velocity profiles in the wake, and hence different behavior of in­
teracting slugs. 

. N o m e n c l a t u r e . 

a = dimensionless interaction pa­
rameter, equation (2) 

A = dimensionless parameter defined 
by equation (5) 

A - cross-sectional area of column 
b = interaction parameter, equation 

(2) 
B = dimensionless parameter defined 

by equation (6) 
c = velocity coefficient defined by 

equation (13) 
(' = dimensionless property group. 

D = column diameter 
f = fraction of column occupied by 

slug excluding the nose region 
of the slug 

F = slug frequency 

o = acceleration of gravity 
C = shape constant defined by equa­

tion (9) 
h = height above base of column 

k,; = Nicklin constant, equation (14) 
Lt: = length of empty column whose 

volume is equal to slug volume 
L„ - length of nose portion of slug 
L:, - slug length 
^ = dimensionless spacing, x/d 
t = time 

I,- = time between entry of successive 
slugs 

T = dimensionless time, Hg/I)}1 2 

u = velocity of a following slug rela­
tive to the slug ahead due to 
interaction between the slugs 

l> = absolute slug velocity 

Ur; = superficial gas velocity 
Usi = velocity of a slug in the absence 

of interaction as defined by 
equation (14) 

V's = slug volume 
x = distance between nose of a slug 

and the tail of the preceding 
slug 

liquid density 
liquid viscosity 

Subscripts 

e = at entry 
k, 1,2 = pertaining to the fcth slug, 1st 

slug, 2nd slug. etc. 
0 = surface of liquid in the column 
o = beginning of time interval of 

interest 
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Some authors [9, 10, 11] have suggested that there is a stable 
spacing beyond which slugs do not coalesce. The present results 
give no indication of such a critical spacing. The relative velocity 
does become small at large separations, particularly for low 0. A 
succession of slugs would therefore rise without coalescence in a 
column of finite height so that there might well appear to be a 
stable spacing. 

Slug Shape 
Simulation of a continuously slugging column requires a rela­

tionship between the volume and length of gas slugs. Prediction of 
slug shape from first principles is complex |12, 13] so a simplified 
approach has been adopted. A slug is considered to be composed 
of two portions: 

1 A "nose region," of length /,„, in which the fraction of the 
tube cross section occupied by gas varies with distance below the 
slug nose. The shape of the nose region is assumed to be indepen­
dent of slug length, /-/,, provided that /-.„ > L„. 

2 The "slug body," in which the slug occupies a fixed fraction, 
/. of the column area. 

This simple model leads immediately to 

T a b l e 1 S l u g s h a p e p a r a m e t e r s 

l„ =/L •C, 

w h e r e 
L 4V/irn-

(9) 

(10) 

and (! is a constant for given system properties. 
Single slugs were photographed as they approached and broke 

through the stagnant liquid surface for various liquids in 2.5 and 
5.1 cm columns. By this means, the slug length, /,„, could be mea­
sured directly while L,, was obtained from the difference between 

AS 
i, 

--»— a 

)1«L Ql 
10 10" 10 * C 10* 10" 

Fig. 4 Interaction parameters as (unctions of liquid property group 

T u b e 
diam­
eter 
(cm) 
5 .1 

2 .5 

Liquid pre 

Viscosity 
(.poise; 
5 .62 
1.89 
0 .457 
0 .135 
0 .01 
0 .07 
0 .01 

ipert ies 
Den­
sity 

(fj. CCj 

1.37 
1.35 
1 .30 
1.24 
1.00 
1.1.8 
1.00 

c 
pg/r ••• 

M 

87 .9 
258 
1030 
3310 
36100 
2140 
12700 

Exper imental 
shf pe 

parameters 

a 
0.327 
0.436 
0.784 
0.645 
0.809 
0.820 
0.840 

/ 
0.649 
0 .738 
0.790 
0.794 
0 .738 
0.790 
0.740 

Theo­
retical 
value 

of 
/ 

0.55 
0 .66 
0.77 
0.84 
0.92 
0.82 
0.90 

the surface levels before and after slug eruption. Equation (9) was 
found to be an adequate approximation for slug lengths of practi­
cal interest. The values of/ and (S, obtained by a least-squares fit 
to the measurements, are shown in Fig. 5. For comparison. Table 
1 also gives values of / predicted for a liquid film of equilibrium 
thickness in viscous flow [12, 14). Fig. 5 may be used to estimate 
slug shape in systems where surface tension effects are negligible. 

An alternative method [15] was also tested [6], but agreement 
was no better than with the simpler equation. Although use of 
equation (9) for the simulation of continuous slug flow ignores the 
effect of slug velocity on equilibrium film thickness as well as any 
distortion which accompanies slug interactions, the overall effect 
of this approximation appears slight. 

Simulat ion Of Cont inuous S lug Flow 
In order to simulate a continuously slugging vertical column 

(Fig. 6). we make the following assumptions: 
(i) Gas enters the column at a steady flow rate of lJ,;,A where 

((;,. is the superficial velocity at the point of entry. Slugs enter 
the column with constant frequency and with volume 

Vs, = KJeA ( 1 1 ) 

where t,, is the time between successive slugs. At break-away, 
each slug nose is at height (h,. + /,S(J above the entry point where 
/,sc is the slug length corresponding to Vsr and h,, is the reference 
level. 

(ii) The instantaneous velocity of the /eth slug is the sum of 
two components. 

(III 

lit 
w h e r e 

= ft 

«(••„. 

r. (12) 

(13) 

is the relative velocity due to slug interactions as derived above 
while 

r; >D) (14) 

is the velocity which the slug would have if it were not interacting 
with other slugs. Values of c and k,; have been measured indepen­
dently for each system (6). The term k,:lJi: arises from continuity-
considerations [16] while a graphical correlation for c has been 
presented by White and Beardmore [1], No allowance is made for 
"unhappy slugs," slugs which cling to one wall of the column and 
have their velocities increased by up to 40 percent [17], There is 
no net liquid flow in the column. 

(iii) Slug length and slug volume are related by equation (9) 
with / and (i as determined for single slugs. 

(iv) Two slugs coalesce instantaneously when the nose of the 
trailing slug touches the tail of the slug in front, i.e., when some 
x/, < 0. The nose of the combined slug coincides with the nose of 
the original leading slug at this instant. The volumes of coales­
cing slugs are additive. 

(v) The column contains a fixed amount of liquid, 
of the bed surface therefore rises, i.e.. 

The 

(IK 
til 

:= C, (15) 

Fig. 5 Slug shape parameters during the approach of each slug. When the slug nose reaches the 

Journal of Heat Transfer AUGUST 1974 / 373 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 6 Continuous slug flow: schematic 

surface, the surface falls back instantaneously bv a distance V s l / 
A. 

With these assumptions, the velocity of each slug can be calcu-
lated beginning with the top slug whose velocity is 

Analytical solutions may be found to the resulting differential 

equations, but, except for the top slugs, these are too cumbersome 

for ready use. The equations were therefore integrated numerical-

Table 2 Conditions for numerical simulation 
Fluid: di lute sugar solution (n = 0.12 poise, p - 1.23 g/cc) 
Column diameter : 5.1 cm 
Init ial height of liquid: 500 cm 
Interac t ion paramete rs : a = 4.59: b = 8.28 cm 
Slug shape: V A = 0.794 L - 0,645 
/;,; = 2.11: c - 0.348 
(The above values correspond to exper imental measure­
ments for one run) . 
(a't T o test different boundary condit ions (see Fig. 7): 

U<; = 12.0 cm s 

Bounda ry condition: (i) (ii) (iii) 

h.icm) 28 .0 117 10 .2 
/ , ( s > ) 18.5 2 .4 3 .65 
L.Jem) 1.63 7 . 1 5 . 1 

(Al T o test the effect of flow ra te (see Figs. 8 and 9) : 

h, — 10.2 cm, L,, = 5.1 cm 

U,Jcm s) 6 ,0 12 .0 18 .0 2 4 . 0 
fJs-<) 1.78 3 . 5 6 5 ,32 7 .10 

Fig. 7 Dependence o( slug frequency on inlet condition; conditions are 
given in Table 2 

ly using the 4th-order Runge-Kutta-Merson process up to each 
coalescence, slug exit or slug entry. When one of these events re-
occurred, the indices of the slugs in the bed were adjusted. Details 
of the integration procedure may be obtained from the authors. 

Numer ica l Predic t ions 

Three types of boundary conditions were tried: 
(i) Slugs were assumed to form at a nozzle with volumes given 

by bubble formation studies [10]. The entry length was based on 
the measurements of Grace, et al. [19]. 

(ii) Slug frequencies were measured at some level high enough 
that the slugs were fully developed (i.e., the sphere equivalent 
bubble diameter was at least as large as the column diameter). 
The measured frequency and level were used to provide the 
boundary condition. 

(iii) It was assumed that a distance of h,, = 2D is required for 
small bubbles to coalesce sufficiently to give full slugs (LSI, = D). 
This is the height required to establish slugging in gas fluidized 
beds which operate in the slug flow regime [20]. 

To test these boundary conditions, simulations were carried out 
for the conditions given in Table 2. The frequencies used with 
condition (ii) were obtained experimentally. In experiments and 
simulations alike, at least four slugs were allowed to pass the 
level of interest before counting commenced, in order to allow for 
start-up effects. The predicted slug frequencies, F, are plotted in 
Fig. 7. A slug is counted whenever its nose passes the level in 
question. 

It is clear from Fig. 7 that the choice of boundary condition 
plays a major role in determining slug behavior over a consider­
able distance, though there is little effect by the top of the col­
umn for the conditions in Table 2. For type (i) boundary condi­
tions the initial bubble volume is too small, even at the highest 
flow rates, to correspond to fully developed slugs. Hence, the in­
teraction parameters are not accurate at the bottom of the col­
umn. For boundary conditions of type (ii), slugs are assumed to 
pass the lowest level of measurement at perfectly regular inter­
vals whereas, in practice, the intervals between slugs are already 
highly irregular by this point. Boundary conditions of type (iii) 
give a reasonable compromise between the first two types of 
boundary condition. 

The effect of gas flow rate on slug frequency is shown in Fig. 8 
for conditions given in Table 2. The theory predicts regions of 
rapid coalescence, where the slug frequency falls off sharply, in­
terspersed with regions where there is little coalescence. Similar 
regions have also been noted for vertical bubble chains in fluid­
ized beds [2]. For all four flow rates, little coalescence is predicted 
above a height of about 300 cm so that an observer might well 
postulate that slugs have achieved a stable spacing. Mean slug 
lengths, obtained from equations (9) and (10) using a mean slug 
volume, UcA/F, are plotted in Fig. 9. Slug length generally in-
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Fig. 8 Predicted variation of slug frequency with height for conditions in 
Table 2 

creases with gas flow rate and height, whereas slug frequency is 
relatively insensitive to gas flow rate as shown in Fig. 8. The dis­
tribution of slug lengths passing a given level was also predicted 
to become wider with increasing flow rate and height. 

Comparison of Predic t ions With Exper iments 
Qualitative features of the predictions, for example the insensi-

tivity of slug frequency to gas flow rate, are in good agreement 
with experiment. Quantitative measurements of slug frequencies 
and lengths were taken in the 2.5 cm and 5.1 cm columns de­
scribed earlier, by filming sections of the column and counting 
the number of slug noses passing given levels (see Table 3). For 
relatively viscous sugar solutions, little or no slug coalescence is 
predicted and little or none was obtained. When a boundary con­
dition of the third type was employed, however, the predicted 
frequencies tended to be too high. This implies either that this 
boundary condition is inappropriate or that coalescence takes 
place more rapidly than for slug pairs. For the liquids of lower 
viscosity (1 and 12 cp), observed slug frequencies tend to be high­
er than predicted by the model. Acceleration and growth of slugs 

?°r r 

hi 

3(X) 

Fig. 9 Predicted variation of slug length with height for conditions in 
Table 2 

due to hydrostatic pressure variation was allowed for by modi­
fying the computer simulation program, but the effect of this ex­
pansion was too small to account for the discrepancy observed. 
Some slug splitting occurred in these low viscosity fluids and this, 
no doubt, contributed to the discrepancy between experiment and 
the model (where splitting was neglected). Another contributing 
factor may have been that slugs did not form cleanly near the 
base of the column. Instead, many small satellite bubbles formed 

Table 3 Comparison of experimental slug frequencies with model 
predictions 

Slug frequency, / '(s_1) 
Model Model 
with with 

boundary boundary 
Expert- condition condition 
menta l (ii) (iii) 

D 
(cm) 
5 .1 

5 .1 

5 .1 

p 
g/cm ; ; 

1.30 

1.32 

1.23 

1.0 

M 
(poise) 

0.51 

0 .50 

0.12 

0.01 

[/,,> 
(cm s) 

5.9 

9.2 

15 

9.9 

17 

6.0 

9.2 

15 

4.9 

8.1 

h 
(cm 

117 
256 
442 
117 
256 
442 
117 
256 
40 
134 
194 
40 
134 
194 
117 
442 
117 
442 
117 
442 
117 
256 
442 
117 
256 
442 

1 
0 
0 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
0 
2 
1 
9 

1 
1 
1 
1 
1 
1 

.2 

.86 

.98 

.2 

.0 
2 
.45 
6 
.1 
3 
2 
2 
2 
1 
65 
71 
9 

3 
6 
3 
6 
3 
2 
9 
5 

1 
I 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
0 
2 
0 
2 
0 
1 
1 
0 
1 
1 
0 

.2 

.2 
0 

2 
.2 
.2 
.45 
45 
.1 
.1 
1 
2 
2 
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•lusters leading eventua l ly to bubbles that were big enough to be 

counted as slugs. T h u s , the occurrence or lack of coalescence is 

correctly predic ted by the model , while differences be tween pre­

dicted and observed slug frequencies probably result from phe­

nomena which are outs ide the scope of the model . 

Unfor tunately , there are no expe r imen ta l resul ts in the l i tera­

ture which permit a more extensive test of the model . Some da t a 

on slug lengths and frequencies are given by H o v m a n d , et al . (21) 

for fluidized beds . However, their co lumn was of square cross sec­

tion and . more serious, it is by no m e a n s clear what value of C 

should be assigned to a fluidized bed . Some indirect suppor t for 

the model is provided by the good agreement (see T a b l e 4) be­

tween predicted m a x i m u m heights achieved by a l iquid co lumn 

with heights measu red by Grace , et a l . (19] for water in a 2.5 cm 

co lumn. 

C o n c l u s i o n s 

T h e frequency and lengths of slugs passing any level in a con­

t inuously slugging co lumn are predic ted using a numer i ca l s imu­

lation procedure which takes accoun t of slug in te rac t ions . T h e 

relat ive velocity be tween slugs and slug shapes are charac te r ized 

using s imple empir ica l re la t ionships . T h e model correctly pred ic t s 

the occurrence of coalescence in cont inuous ly slugging sys tems . 

Quan t i t a t i ve agreement between the model and exper iment is 

reasonable in view of the complexi ty of two-phase slug flow. 
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Natural Convective Heat Transfer 
Rates During the Solidification and 
Melting of Metals and Alloy Systems 
Analysis of experiments involving a cylindrical column of lead in the process of freezing 
downward or alternatively, of melting upward from the base of the container, showed 
that heat transfer rates associated with Benard convection are less under transient con­
ditions than at steady-state. Analysis of experiments involving the freezing of lead-tin 
alloys (0.2 - 1.6 wt. percent Sn) showed that the .same heat transfer correlation for R'e-
nard convection could be applied, provided the upper bounding "interface" teas located 
on the solidus isotherm for planar and cellular alloy growth, and on the liquidus, for cel­
lular-dendritic alloy growth. 

Introduct ion 

In a recent paper, the authors [l]1 presented an experimental 
study of steady-state Benard type convection in columns of pure 
liquid mercury and lead contained in a vertical cylindrical vessel. 
Despite the inherently high thermal conductivity of liquid metals, 
turbulent convection was found to prevail under most practical 
conditions, and the Nusselt number was correlated to the Ray-
leigh number by the relation: 

Nu0 = 0 .078 ( 0 . 6 8 ) i / f l R a 1 / 3 (1) 

The factor (0.68)'- " took into account reduced converting heat 
fluxes resulting from wall effects and, as seen, depended on the 
height to diameter ratio, L/D, of the enclosure.2 

Since natural convection phenomena invariably accompany 
many metallurgical processing operatings involving solidification 
or melting, the work was extended to study the effect of moving 
interfaces on these steady-state heat fluxes (equation (1)). This 
particular paper is partly concerned with the effect of upper in-
terfacial movement on Benard type convection and is of rele­
vance, for example, to freezing ingots or to crust formation on ex­
posed metal/slag surfaces. 

Also, since many metallurgical systems involve the solidifica­
tion of alloys rather than pure metals, heat transfer correlations 
such as equation (1) are of limited value unless one can develop a 
procedure which recognizes the most freezing interfaces are of a 

1 Numbers in brackets designate References at end of paper. 
2 It should be noted that these results were obtained for enclosure 

heights varying between 3 and 8 cms and widths between 5 and 8 cms and 
would not necessarily be applicable to geometrically similar, but much 
larger or smaller enclosures. 

Contributed by the Heat Transfer Division for publication in the JOUR­
NAL OF HEAT TRANSFER. Manuscript received bv the Heat Transfer 
Division. June 8. 1973. Paper No. 74-HT-RR. 

markedly nonplanar but dendritic character. Thus the present 
work also considered the effect of interface morphology on heat 
transfer rates so as to determine how the heat transfer relation­
ship (1) could be extended to alloy systems similar to those stud­
ied here. 

Prev ious Work 
1 Natural Convective Heat Transfer in Pure Metal Sys­

tems. A review of the literature shows that solidification rates 
have seldom been measured under accurately known heat trans­
fer conditions. Only recently have experimental techniques been 
developed that enabled this to be done (2, ,3). 

Natural convective heat transfer under unsteady-state condi­
tions has been studied by a number of authors. Thus Szekely and 
Chhabra [4| considered the effect of laminar natural convection 
on the controlled solidification of lead. In this case, the metal was 
subjected to a horizontal temperature gradient, a case comple­
mentary to Benard convection since, in practical instances, natu­
ral convection can often be considered as a combination of the 
two ideal cases of horizontal and vertical temperature gradients 
(e.g., solidification processes in molds, ingots, etc.). Transient 
runs were conducted in which the progression of the interface was 
predicted using a numerical solution to Fourier's second law of 
conduction and the appropriate heat transfer relationship (Rck-
ert's correlation) for the solid-liquid interface. Since predicted 
and experimental results correlated well over the range of freezing 
rates studied (/? < 10"3 cm/sh their work verified the applicabil­
ity of Eckert's heat transfer correlation to the case of a moving 
interface. 

Boger and Westwater [5] studied the unidirectional solidifica­
tion of a column of water submitted to Benard convection. Thus 
their work was very similar to the first part of the present study, 
but was complicated by the density inversion of water at 4 deg 0 . 
Although a net freezing process was induced, localized melting 
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w.»s observed and this was attributed to erratic fluid motion in­
side the convecting liquid. It was found that steady-state rela­
tionships could describe natural convective heat transfer under 
these transient conditions. 

Various other studies have been made in which the influence of 
moving boundaries along with the effect of blowing and suction 
on surface heat transfer coefficients have been analyzed |6. 7]. For 
example, Brian and Hales [7) computed the likely influence of in-
terfacial motion on convective heat transfer coefficients for lami­
nar flow around spherical objects. They showed that enhanced 
heat transfer rates should sometimes be expected for the case of 
expanding interfaces and phase changes involving contraction 
(e.g., freezing), while decreased heat transfer rates should be an­
ticipated for shirnking interfaces and phase changes involving ex­
pansion (e.g., melting). 

2. Solidification of a Binary Alloy—Cellular and Cellular 
Dendritic Interfaces. Although no work has been previously at­
tempted on a direct determination of the effect of interface mor­
phology on convective heat fluxes to freezing alloy surfaces, the 
structural phenomena (i.e., alloy microstructures) resulting from 
alloy solidification processes have been extensively researched by 
physical metallurgists, and it is appropriate to briefly review the 
basic elements of the subject. Thus, at a given temperature, the 
equilibrium solute concentration in a freezing alloy is usually less 
in the solid than in the liquid. This results in solute being reject­
ed ahead of a growing planar interface. After the freezing process 
has reached a dynamic equilibrium, the solute concentrations at 
the interface in the solid and liquid are Co and Co/A'o, respectively, 
and the temperature at the interface is equal to ffs. the solidus 
temperature of the alloy of concentration Co. 

Since this solidification process gives rise to a solute rich layer 
ahead of the interface, this may result in a portion of melt being 
supercooled3 even though the temperature in the liquid is every­
where above that of the interface. If supercooling does exist, the 
planar interface tends to break down and a transverse periodicity 
appears, giving rise to the development of cells [9]. The conditions 
of stability of a planar interface are given by: 

G/R 
)»iCj 1 

~1J ~ 
k, 

h 
where (1 is the temperature gradient at the interface, D the diffu-

3 This type of supercooling is usually referred to as constitutional super­
cooling. 

e 

0* % 

\ 
\ so no i 

\ 
\ ! 

o* oH 

1 ' 

< 1 
:AD j ( 

i I 
! 1 
i ! 

\ ! I i 

• . . t \ ] ' 

\ 1 , 
CONVECTING LIQUID l,EAD 

\ l [ 

\ i 

STAINLESS STEEL \ 

o.t 
Fig. 1 Schematic representation of system used to study freezing (or 
melting) rates of pure lead subjected to Benard natural convection, to­
gether with a typical temperature distribution across the system 

sion coefficient, m the slope of the liquidus line on the phase di­
agram, and R the rate of freezing. 

As the temperature gradient at the interface in the liquid is 
successively reduced (or R increased), the zone of constitutional 
supercooling widens and the cells change in character to such an 
extent that they acquire some of the characteristics of dendrites. 
The experimentally determined criterion for the stability of the 
resulting cellular dendritic interface is based on the value of 
CoR1 2/G as compared to a critical value (C'oR1 2/G),.-ni below 
which the cellular interface is stable. This critical value varies 
somewhat from one system to another and depends on the orien­
tations of the crystals with respect to the direction of growth. 
Thus, for a polycrystalline lead-tin system, the total range of crit-

-Nomenclature-

('o = average solute content of the alloy 
Cr = reduced heat transfer coefficient 

ratio for transient conditions in­

volving Benard convection. 
Nu 

Ntio 

I) = internal diameter of container 
(i - temperature gradient in the liquid 

at the freezing interface 
k = thermal conductivity (subscripts: 

".-•" solid lead or alloy - •"/" liquid 
lead or alloy) 

k0
 = partition coefficient of the alloy 

considered 
L - height of the convecting body of 

liquid 
LQ = height of sample (i.e.. lead or lead-

tin alloy 
hi - latent heat of fusion 

Q," = convective heat flux across liquid 
lead 

R = rate ot freezing (or melting) 
time at which conduction regime 

begins 
vertical distance from uppon 

bounding plane of lead sample 
vertical distance of freezing inter­

face from upper bounding plate 
(thickness of solid part of the 
sample 

dimensionless grouping for tran-

Xu 

Xu0 

sient heal transiei 
hR 

Nusselt number 
\ k A II ) 

computed Xusselt number for 
steadv-state systems 

Ra = Rayleigh number 
g 8 h3 Ml 

J = 

thermal diffusivity 
volumetric coefficient of expansion 

Afl = temperature drop across convect­
ing body of liquid: AW = 
On* -Hv*.t < 0 
h-i* ~ fh*. t > 0 

II,-* = (cold i temperature at top inter­
face of lead sample 

H/i = temperature in the stainless steel 
bottom plate as recorded by T» 

IIH* - (hot) temperature at bottom inter­
face of lead sample 

Hi* = temperature of the flat solid-liquid 
interface (real or Active) for alloy 
freezing 

H.M = melting point temperature of pure 
lead 

<i, = temperature in solid at z, (in pres­
ent experiments, «_- measured at 
z = Lo/V 

v = kinematic viscosity 
p = density 

Superscript 

* = interface 
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Pump —zrrzigt: 
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Fig. 2 Diagram of apparatus used for study of freezing (or melt ing) 
rates of pure lead subjected to Benard natural convect ion ( thermal lag­
ging not shown in d iagram) 

ical values lies between the slopes of the two lines shown in Fig. 3. 
These results were obtained by Tiller and Rutter [10], 

Procedure 
In order to check the applicability of the steady-state heat 

transfer relationship previously obtained for steady state turbu­
lent Benard type convection (i.e., equation (1)) to transient sys­
tems, unidirectional freezing and melting of a column of pure lead 
was investigated in the work now described. Fig. 1 shows the sys­
tem chosen for investigation, while Fig. 2 shows the experimental 
apparatus involved. Referring to Fig. 1, a typical temperature 
profile across the converting liquid and solidified lead is shown 
schematically, halfway through the course of a freezing experi­
ment. At the solid/liquid lead interface, z = z*, the temperature 
is fl,M, the melting point of lead, while at the top surface of the en­
closure it is Bc*, and at the bottom surface QH*• Thermocouple T, 
monitored the colder upper boundary temperature, being located 
on the copper plate/lead interface itself, while thermocouple T« 

monitored the temperature, On, 0.125 cm below the hotter, lower 
lead/stainless steel boundary. 

Radial temperature distributions across the upper and lower 
boundaries were confirmed to be flat [8) using thermocouples T4 

to T10 at the top boundary and using horizontal traverses by TH 
at the lower boundary. Similarly the flatness of the freezing inter­
face (within ± 2mm) during the course of typical freezing experi­
ments was verified, using vertical traverses by thermocouples T4 

- Tio. Thus, since the enclosure side walls were well insulated all 
the heat was transferred vertically upwards in the system. 

The system may be mathematically described as follows: 

0 < z <' z*, 0 s / < T 

B . C . I , z = 0, 0 s / s T, 0 = 0C* = A(t) 

B . C . 2 z = z*,Q s / s T, 0 = 0,, 

(2) 

350 

300 

7\ 

u 

CONVECtlON 

^ 

^ \ m,p. Pb 

CONDUCTION 

- 1 . _.. - i - . ( . .1 ' 

Fig. 3 Typical temperature- t ime curves recorded by thermocouples lo­
cated at the bottom (UH), top {He*), and one third way down {(</) the 
cyl indr ical co lumn of lead during the course of a f reezing exper iment . 
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where Qc" = kl ^B—J!JL . N u ( N u <f i ) 

B . C . 4 . ^ = L„, 0 s / s T, 0 = $H* = / , ( / ) 

Thus equation (2) is the appropriate statement of Fourier's sec­
ond law for unidirectional transient heat flow through the solid 
lead, while equation (3) describes convective heat flow across the 
liquid lead. 

Provided the convective heat flow under transient freezing or 
melting experiments is the same as for steady-state Bernard con­
vection, Nu may be replaced by Nu0 (equation (1)) and the sys­
tem of equations solved numerically without any difficulty by 
providing experimental data on the way I)H and 0,* vary with 
time during the course of a freezing (or melting) experiment. 
Thus, the numerical solution can be used to predict: 

(a) freezing rates and interface location 
lb) batch cooling curves at any location in the solid 
(cl temperature profiles in the solid 
Id) transition times, r,., when the pure conduction regime is 

entered and Nu = 1. 
By comparing any one or more of these against actual experi­

ment recordings it becomes possible to decide whether the 
steady-state heat transfer relationship is adequate, this being the 
only variable in doubt in the set of equations and boundary con­
ditions listed in the foregoing. 

In the present investigation, experimental recordings of (b) and 
(d) were used to determine whether any mismatches arose on ac­
count of altered convection rates through the liquid. In some 
cases significant mismatches did arise, and the value of the Nus-
selt number, Nu, was then adjusted by a multiplicative factor CV 
(Nu = C> Nu0) in the program so as to bring experimental and 
computed values into line. 

The batch cooling curve was recorded by thermocouple 77, lo­
cated one-third way down the enclosure while transition times, t,, 
were obtained from the sudden slope changes in the temperature-
time curves of thermocouple 77/. 

The choice of (b) and (d) over (a) in making these comparisons 
was based on expediency since, for the system studied, it proved 
impractical to directly measure the location of the freezing inter­
face either by a vertically moving probe (sealing problems associ­
ated with liquid metals), or by using ultrasonic means (attenua­
tion of signal and the high temperature environment). 

Finally, it should be noted that the experimental system was 
specifically designed so that only a small controlled vertical heat 
leak occurred through the system by using an asbestos cylinder (low 
thermal conductivity) located between the top of the enclosure 
and the cooling water chamber (Fig. 2). This design resulted in: 

1 a slowly moving freezing interface which advanced at a 
practically constant velocity, and 

2 practically constant convective heat fluxes during the major 
part of an experimental run (8|. 

Similar procedures were adopted for studying the solidification 
in the alloy system. However, in order to be able to define a heat 
transfer relationship, under all alloy freezing conditions a Active 
upper planar interface was considered in the work presently de­
scribed. The solidus temperature isotherm was chosen (i.e.. Hi* = 
Hs), as defining the location of this fictive interface since for pla­
nar growth, this "interface" is identical to the actual interface. 
However, when cellular dendritic growth took place, this interface 
was located inside the mushy zone where both liquid and solid 
phases coexisted. 

Apparatus and Exper imenta l Technique 
Basically, the experimental setup used in the present work was 

that designed for the study of steady-state natural convection in 
lead and mercury and has been described in detail in a previous 
paper [1], As shown in Fig. 2, the lead or lead-tin sample (99.99 

percent purity) was contained in a 3 in. OD stainless steel tube, 
heated from the bottom and cooled from the top. 

The heating assembly consisted of two 250W semi-cylindrical 
heaters encasing a plug of stainless steel on top of which a % in. 
thick copper plate was screwed. The cooling assembly consisted of 
a copper chamber in which thermostated water circulated, and a 
copper plate in contact with the sample between which asbestos 
plugs of variable thickness were inserted. 

The addition of an overflow chamber to the main container (see 
Fig. 2) prevented the formation of a shrinkage cavity during 
freezing. The chamber consisted of a 2 in. ID copper tube, 2.5 in. 
high closed at both ends. A 10 in. long stainless steel pipe (\ in. 
ID, Vi6 in. wall thickness) was screwed into the stainless steel 
bottom of the main container where a \ in. dia orifice allowed 
communication between the overflow chamber and the container. 
The overflow assembly was maintained at the desired tempera­
ture (monitored by thermocouples DTl and DT2) using a heating 
tape wrapped around it. The heat leak along the feed pipe was 
minimized by adjusting the power input into the heating tape so 
as to equalize the readings of thermocouples DT2 and TH. The 
pressure in the overflow chamber could be adjusted using a suc­
tion pump and bleed valve, and monitored using the mercury 
manometer shown in Fig. 2. The whole overflow assembly was en­
cased in a mild steel shell screwed on the outer casing of the fur­
nace and well insulated with Fiberfax (expanded mica). 

Runs were conducted on lead samples approximately 5 cm 
high. The initial height of liquid lead in the main container being 
5 cm or so, the pressure in the overflow chamber was dropped so 
as to lower the level of lead in the main container by about 1 cm. 
The cooling assembly was then accurately positioned at the re­
quired height above the bottom plate and the liquid lead raised 
to meet it by bringing the overflow chamber pressure back up to 1 
atmosphere. 

For any particular run, the amount of heat transported across 
the column was predetermined by the thickness of the asbestos 
plug used. Similarly, under these prescribed conditions, freezing 
rates could be adjusted as desired by appropriate decreases in 
power input to the heating assembly. As previously noted, the 
major thermal resistance to heat transfer lay in the asbestos plug, 
so that an essentially constant heat leak was provided at the top 
of the column. Finally, thermocouple probes T4 - T l 0 , TV, and 77 
were inserted with a capability for vertical, rather than horizontal 
traverses, thereby avoiding sealing problems with liquid lead. The 
design was legitimate since the "fin effect" associated with fluids 
having low thermal conductivities and heat capacities is not an 
important factor in the measurement of liquid metal tempera­
tures, This is demonstrated, in solidification studies involving la­
mellar eutectics in which thermocouple probes used under similar 
temperature gradients, showed no resultant distortion of the mi-
crostructure (18). 

The role of the interface morphology was studied on lead-tin 
alloy samples 5 cms high for tin contents of 0.2 and 0.4 weight 
percent and on samples 8 cms high for tin contents of 0.8 and 1.6 
weight percent. 

Table 1 gives the relevant physical properties used in the pres­
ent, analysis for the, lead and lead-tin systems. 

Resu l t s and D i s c u s s i o n s 
(a) Pure Metals Systems. A typical recording of the tem­

peratures I>H, (>z, (><•*, as indicated by thermocouples 77/, TZ, and 
TV, is shown in Fig. 3 and may be explained as follows. 

Before the heat input to the bottom was cut down, the column 
of lead underwent steady-state natural convection. Following the 
power input reduction, a "dynamic" equilibrium was established 
in which the top and bottom plate temperatures dropped at a 
similar rate, the temperature drop, \S, between them (and hence 
Qc", the heat transported across the liquid) remaining fairly con­
stant. At time t = 0 corresponding to the initiation of freezing, 
the dynamic equilibrium was drastically alerted in two different 
ways: 

1 The temperature of the upper bounding surface of the liquid 
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Table 1 Physical and thermal properties of lead and lead-tin alloys used 
in analyses 

Solid (327 deg C) 

Densi ty , p 
H e a t capaci ty, CP 
Thermal conduct ivi ty , k 
Thermal diffusivity, a 
Melting point t empera ture , 8_M 
L a t e n t heat of fusion, Lr 

Liquid (335 deg C) 
Dens i ty 
H e a t capaci ty 
Thermal conduct ivi ty 
Thermal diffusivity 
Viscosity 
Volumetric coefficient of expansion 
PrandtJ number 

Lead 
C.G.S. 

11.34 g/'cm;i 

0.030 ca ls /g deg C 
0 .083 ca ls /cm deg C s 
0 .243 c m - / s 
327 .3 deg C 
5.60 cals /g 

10 .56 g/cm : i 

0.0387 cals /g deg C 
0.039 ca l s /cm deg C s 
0 .095 c m 7 s 
1.41 cP 
l ' l 4 X 10 -Vdeg C 
0.0239 

Lead-Tin Alloys 

S.I. 

11,340 kg/m : i 

0.125 k j / k g deg C 
34 . 6 W / m deg C 
24. 3 mm'V's 
327 .3 deg C 
23 .34 k J / k g 

10 ,560 k g / m 3 

0 .161 k J / k g deg C 
16 . 3 W / m deg C 
9 .5 m m 2 / s 
0 .00241 N s / m ! 

1.14 X 1 0 + 4 / d e g C 
0.0239 

C.G.S. 
0 .083 ca ls /cm deg C 
0 .039 ca l s /cm deg C 
— 3 .0 deg C / w t per­

cent Sn 
0 .72 

5 .54 ca l s /gm 

S.I. 
34 .6 W / m 2 deg C 
16 .3 W / m 2 deg C 
— 3.0 deg C / w t per 

cent* Sn 
0 .72 

23 .2 k J / k g 

Thermal conduct ivi ty of solid alloys'"' 
Thermal conduct ivi ty of liquid alloys'"' 
Slope of liquidus t empera tu re versus 

percent tin content 
Par t i t ion coefficient, k„ (solidus/ 

l iquidus cone.) 
La t en t heat of fusion, Lr11'' 

All other relevant physical properties (p, Cp, p., /3) were taken as being equal to those of pure lead. 
t , n Since dilute amounts of high conductivity solutes (e.g., Sn in Pb) do not alter thermal conductivity values 

significantly |15] (experimental data [16] shows that for 20 percent Sn-Pb alloy, k >̂ 1.05& Pb) values for pure 
lead were again taken. 

' '• Since the variation in AHr [17] is so small (1149 cal/mole to 1142 cal/mole between 0.2 and 1.6 wt percent 
Sn, a mean value Of 1145 cal/mole (or 5.54 ca!/g) was taken. 

suddenly stopped dropping to remain at 327.3 deg C, the melting 
temperature of lead. 

2 A new heat source (latent heat) initiated at the solid-liquid 
upper interface. 

As a result, the system tended toward a new dynamic equilib­
rium in which the rate of heat extraction away from the interface 
was very close to the amount of heat transferred through the liq­
uid, Q<", plus the amount of latent heat evolved.4 The tempera­
ture of the bottom plate thus settled to a plateau value resulting 
in an approximately constant new value of A0, or approximately 
constant Q,". This temperature drop Aff was, of course, less than 
that established prior to the initiation of freezing. During the 
major proportion of the experiment (0 <f <tc), the liquid was" 
subjected to natural convective heat transfer so that the thinning 
of the liquid slab did not affect the amount of heat transferred 
across it. However, when the critical Rayleigh number was 
reached (t = t,), the conduction regime became stable and Qc" = 
k (flu - OM)/L I being the thickness of remaining liquid (Lo - z*). 
One immediately sees that as / * 0, Qc" -*• co, if BH* had re­
mained constant. Thus the remaining liquid tended to call for an 
increasing amount of heat from the metal block as it thinned. 
<Q," u l/L), and this was only partially satisfied by OH* dropping 
off so as to increase temperature gradients in the lower metal 
block and allow more heat to be conducted through it and into 
the liquid. Thus, referring to Fig. 3, a sharp change in the slope of 
curve On versus time was observed at the transition between the 
convection and conduction regimes. 

As described in the procedure, the recorded temperature-time 
relationships for the top and bottom plates, together with the 
steady-state heat transfer relationship and appropriate thermal 
properties of solid and liquid lead were sufficient to predict the 
rate of freezing in the system as well as temperature-time profiles 
in the solidified metal at any given location. Analysis of similar 

4 Temperature profiles in the solidified portion were almost linear, so 
that transient effects in the solid were small. Similarly, the amount of su­
perheat given up by the liquid during freezing was always less than 8 per­
cent off/ •" and was maximum for high freezing rates. 

temperature-time curves, 8Z, to that appearing in Fig. 3 showed 
that the agreement between predicted and experimental temper­
atures was satisfactory for experiments conducted at low rates of 
freezing (R < lCT3cm/s). 

However, a substantial discrepancy existed for high rates of 
freezing as indicated in Fig. 4, where the predicted and experi­
mental temperature curves are shown for low and high freezing 
rate experiments respectively. It was found that a multiplicative 
factor, Cf, had to be applied to the steady-state heat transfer re­
lationship (i.e., Cr = Nu/Nuo) and, for each experiment, a value 
of CF was determined (by a trial and error method) to give a good 
fit between predicted and experimental values. 

By conducting experiments over a wide range of Nusselt num­
bers (Nu = 1 to Nu = 7), it was found that for equivalent rates of 
freezing the departure of the heat transfer rate from that given by 
the steady-state heat transfer relationship was less (and Cr closer 

325 
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310 

Melting point of leod 327 3 X 

_ ^ ^ _ _ ^ _ ^ ^ 

\ ^ 'LOW' FREEZING RATE 

X l X R~3 
PREDICTED, USING " ^ " " ^ v \ 

_ Nu„ and QH 6" ** time curves \ \ 

HIGH FREEZING RATE \ \ 
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.1 
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Fig. 4 Temperature ol solidified lead one third way down column (11/.), 
versus the dimensionless time ratio, t, f<, (or high and low freezing rates: 

predicted experimental 

Journal of Heat Transfer AUGUST 1974 / 381 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 5 Plot of reduced heat transfer coefficient ratio Cf, required to 
bring predicted convective heat fluxes based on equation (1) into line 
with experimentally recorded heat fluxes in systems involving a moving 
interface (freezing and melting) versus the dimensionless grouping, NH 
(LR,«Nu): A freezing experiments; ° melting experiments 

to 1) for high intensities of convection. 
Consequently, (V was correlated to a dimensionless group, NH 

[8], which includes both the rate of freezing and the intensity of 
convection 

C. = F(NK) F ( — ) 

It is interesting to note that Brian and Hales 17] for instance, use 
an equivalent grouping in their study of the effects of interface 
motion on Nusselt numbers. 

The graph of Fig. 5 shows the values of Cv obtained as a func­
tion of L/?/«Nu for freezing experiments (triangles). 

Similar runs were conducted on melting the lead column and a 
typical recording of the various thermocouples is shown in Fig. 6. 
As seen, the plateau exhibited by curve HH in the freezing experi­
ment is still clearly apparent. 

When the data obtained for melting experiments were treated 
in a similar fashion to that corresponding to freezing (R becoming 
the rate of melting) the points (circles) shown on Fig. 5 were ob­
tained. 

Since the results were practically identical for both melting and 
freezing processes, both sets of data were combined so as to deter­
mine the best one-parameter curve fit through the points. An 
exponential function of the form 

CF = exp - ( 7 . 8 
LR 

cvNu 
(4) 

gave the best curve fit, where R represents either the rate of melt­
ing or rate of freezing. The average scatter about this line is ±4 
percent. 

(b) Alloy Systems. In order to relate the adequacy of the 
heat transfer relationships (1) and (4) to the nature of the inter­
face, the ratios of the experimental to computed Nusselt numbers 
were related to the domains of stability of the cellular and den­
dritic interfaces as experimentally determined by Tiller and flut­
ter [10]. These domains are shown in Fig. 7 as a function of the 
tin content of the alloy, the interfacial temperature gradient (7 
and the freezing rate R. In the present set of experiments the 
temperature gradient in the liquid at the interface G. was given 
by: 

G Qc 
k, 

Co 

360 

340 

330 

300 

280 

/ 

.. u. 

t)u 

. ?„... / 

H/ ' 

i 

. ŷ __ 

1 

t,rne(mn> 

Fig. 6 Typical temperature-time curves recorded by thermocouples lo­
cated at the bottom (//«). 'op ("<*)• and one third way down (11/) the 
cylindrical column of lead during the course of a melting experiment 

experiment while each adjoining number indicates the ratio of the 
experimental to computed Nusselt numbers (i.e., Nu/CVNuo). As 
indicated in the previous section, the solidus temperature of the 
alloy was used as that of the upper bounding plane of the con­
verting liquid. The circled points appearing correspond to experi­
mental conditions of G, R, and Co for which the planar interface 
was stable (see relation (3)), while the triangles and solid circles 
represent "low" and "high" Nusselt values (High arbitrarily de­
fined as Nu > 3.0), respectively. 

As seen, the ratio of the experimental to computed Nusselt 
numbers are close to unity for those experiments corresponding to 
planar and cellular interfaces. One may therefore conclude that 
relations (1) and (4) used in conjunction with the solidus temper­
ature adequately describes convective heat transfer for planar 
and cellular interfaces. However, striking discrepancies appear for 
those experimental conditions for which dendritic interface pre­
dominated and this is discussed in the next section. 

General D i s c u s s i o n 
(a) Effect of Departure from Steady-State on the Heat 

Transfer Rates. The present experimental study has shown 
that the heat transferred across a converting body of liquid lead 
was always less under unsteady-state conditions. This feature was 
unexpected, particularly for the freezing experiments for which 
one would intuitively anticipate that any lag in the system should 
favour enhanced heat transfer rates. However, an extension of an 
analysis by Brian and Hales on the effect of moving boundaries 
and suction due to shrinkage indicated that the effect of motion 
of the interface and the effect of suction or expansion accompa­
nying the phase change were negligible under the present experi­
mental conditions. Thus, neither the freezing nor melting process 
were in themselves responsible for any change in heat transfer 
rates. 

The analysis of the temperature profile5 in the upper "cold" 
layer of fluid showed that the resistance to heat flow of that layer 
was increased as conditions departed more and more from steady 
state whereas the resistance of the lower "hot" layer was unaf­
fected by the transient process [8], Thus, the decrease in the pres­
ent heat transfer rates must be attributed to the alteration of the 
fluid velocity and temperature fields in the layer of liquid adja­
cent to the interface, and, more specifically, to their departures 
from the steady state configuration. This interpretation is plausi­
ble in view of the work by Wilkes and Churchill [11] who showed 
that the time lag for convection generated between two vertical 
walls at a distance "d" from each other is of the order of 0.1 d2lv; 

so that the value of G/R1 2 for each experiment could be deter­
mined. Thus each point shown in Fig. 7 represents one freezing 

5Benard convection is characterized by a temperature profile where the 
temperature drop is concentrated near the upper and lower bounding 
planes, the core fluid being at a constant temperature. 
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Fig. 7 Diagram [C0 (wt percent Sn), versus G/R' 2 (deg C 
cm~' 2s' 2)] defining the domains of stability of dendritic and cellular 
interfaces [2j. Data points show relevant experimental conditions (i.e., 
Co and G/R1 2) while adjoining members indicate ratios of Nusselt (ex­
perimental) to Nusselt (i.e., equation (1) using the solidus temperature 
to define upper bounding plane of convecting liquid). O High Nusselt 
(>3); A Low Nusselt numbers (<3) 0 planar interface conditions. 

it is likely that the time lag for Benard convection will be much 
greater in view of its highly unstable nature. Thus, for the present 
system, the time lag should be of the order of one hour, which 
implies that in most of the current runs, the departure from the 
steady-state was substantial. 

(b) Role of Interface Morphology on Heat Transfer Rates. 
The lowered transfer rates noted in Fig. 7 and corresponding to 
dendritic growth can be explained by referring to a simplified 
representation of a dendritic interface as shown in Fig. 8. Thus, 
accepting that the solute buildup responsible for supercooling has 
been eliminated at the dendrite tips (plane Pi,), the equilibrium 
temperature of these tips will be the liquidus temperature, ()[„ of 
the alloy. It also follows that the fictive "flat" interface defined as 
the solidus temperature isotherm, will be located inside the 
mushy zone (i.e., planePs). 

The use of 9s as the temperature of the upper bounding plane 
in calculating the heat transfer relationship implicity assumes 
that, as far as heat transfer is concerned, the situation is identi­
cal to that involving a planar interface at a temperature 0s. The 
validity of such an assumption obviously depends on the state of 
convection in the mushy zone. In between dendrite arms, two 
driving forces for natural convection exist: 

1 a downward temperature gradient (Benard convection); 
2 a transverse density gradient resulting from changes in 

concentration. 
The possibility of either factors causing convection currents 

have been considered [8] using previous works by Ostrach and 
Pnueli [12] and Szekely and Chhabra [4]. Both analyses strongly 
suggest the absence of any convection whatsoever between den­
drite arms for these particular experiments with Pb-Sn alloys. 
Thus, when cellular dendritic growth takes place it is more realis­
tic to consider that natural convection is generated between the 
lower bounding plane PB and the plane containing the liquidus 
temperature isotherm Pi, (rather than that containing the fictive 
interface Ps). 

Consequently the Nusselt number was computed using the li­
quidus temperature as that of the upper bounding plane of the 
convecting liquid, for those experiments involving dendritic inter­
faces. 

For the 15 experiments involved, the agreement between com­
puted and experimental Nusselt number was then found to be much 
better, although computed Nusselt number were still generally 10 

to 15 percent less than experimental Nusselt Numbers (8). 
This slight discrepancy indicates that the temperature at the 

dendrite tips is probably less than the liquidus temperature of 
the alloy. The following phenomena may account for this: 

1 A slight solute concentration buildup will still exist at the 
tip of the dendrites after all supercooling has been used up and 
this will obviously lower the equilibrium temperature. 

2 The equilibrium temperature at the tips of a dendrite may 
also be lowered as a result of sharp curvature (of the order of 1M.) 

S u m m a r y and Conclus ions 
The analysis of experiments involving freezing and melting of 

lead columns has shown that, for a prescribed temperature drop, 
the heat flux transferred across a layer of liquid is maximum 
under steady state conditions. This experimental result supports 
Malkus' theoretical hypothesis of the "maximizing flow" which 

SOLID Pb-Sn 

Fig. 8 Simplified representation of a dendritic interface showing location 
of solidus (lis) and liquidus («t) isotherms in relation to the mushy zone 
of solidification 
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w successfully expla ined several aspec ts of tu rbu len t Benard 
convection. 

T h e mul t ip l ica t ive factor, (';•, tha t should be appl ied to the 
s teady s ta te Nusselt n u m b e r is a function of the freezing (or 
mel t ing) ra te , R, and of the in tens i ty of convect ion. It is given by 
the relat ion: 

CF = exp - ( 7 . 2 ~ ) 1 « N u 

Freezing expe r imen t s on lead- t in alloys have shown that the 
heat transfer re la t ionships derived for pure me ta l s can normal ly 
be appl ied to alloy sys tems undergoing Benard convection in the 
following manner : 

—When p lana r or cellular growth takes place, the liquid should 
be considered as convect ing be tween the bo t tom pla te and an 
upper p lane I's conta in ing the solidus t e m p e r a t u r e i so therm. 

when cellular dendr i t i c growth p redomina t e s , the liquid alloy 
should be considered as convect ing between the bo t tom pla te and 
an upper plane f't. con ta in ing the l iquidus t e m p e r a t u r e i so therm. 
(In this case, however, the compu ted heat flux is sl ightly underes ­
t ima ted . ) 

A P P E N D I X 
Since the resul ts present ly reported were unexpec ted , par t icu­

larly those regarding freezing, possible sources of error in the ex­

per imenta l procedures and t r e a t m e n t of resul ts were ana lyzed . 

1 T h e a p p a r a t u s was designed so that radial heat losses from 

the convect ing body of fluid should be m i n i m a l . P recau t ions in­

cluded the use of a 3 in. thick layer of fibrofax insu la t ing mater ia l 

(expanded mica) which sepa ra t ed the cyl indrical lead conta iner 

from an outer cyl indrical steel shall [1]. Hea t ing t apes wound 

around this steel shell allowed its vert ical t e m p e r a t u r e profile to 

be ma tched with that of the lead conta iner . By this m e a n s any 

radial heat losses were negligible in compar ison with vert ical heat 

t ransfer through t h e convect ing co lumn of l iquid lead. T h i s was 

exper imenta l ly verified by showing tha t , at s t eady-s t a t e , the 

power input to the bo t tom hea te r (as measured by a wa t tme te r ) 

agreed with the a m o u n t of heat t ransferred to the c i rcula t ing 

cooling water at the top of the co lumn, wi th in e s t i m a t e d experi­

men ta l errors of ± 3 percen t . 

Similar ly , it was readily shown tha t the a m o u n t of heat con­

ducted up through the walls of the s ta inless steel conta iner (1 

m m thick) never exceeded 3 percent and was generally ~ 1 per­

cent . 

2 In order to avoid any relat ive t e m p e r a t u r e correct ions being 

necessary for the curves f>«, 0r, and ffz shown in Fig. 3, three ther­

mocouples Tn, To, and Tz were selected which registered ident i­

cal e.m.f. (i.e., ± 6 ^V or ±0 .1 deg C) at t h e freezing t e m p e r a t u r e 

of lead. 

3 T h e validi ty of choosing a mul t ip l i ca t ive factor (Y, to take 

into account decreased heat t ransfer ra tes th roughout the freezing 

process might be ques t ioned . However, when the correct ion factor 

obta ined by ma tch ing the exper imen ta l and compu ted value of C-

was used, the agreement between pred ic ted and exper imenta l 

t e m p e r a t u r e - t i m e curves one-third way down the column was 

very good. Th i s showed tha t the mul t ip l i ca t ive factor, (';., ade­

quate ly described convect ing heat t ransfer ra tes in the l iquid, 

throughout the course of an expe r imen t . 

4 In the light of the present expe r imen ta l resul ts , the possibil­

ity of a contact t he rma l res is tance being set up at the upper cop­

per-lead interface was also considered. However, any such resis-
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tance would lead to an overes t imate in (} , . " and a corresponding 
increase in (V (i .e. . CF > 1). 

5 Final ly, it should be noted t h a t any exper iment involving 
freezing will result in the l iberat ion of a cer ta in a m o u n t of super­
heat from the liquid (except when t)n* - " « ) . Th i s phenomenon 
leads to an a d d e d cont r ibu t ion to the heat flux at the freezing in­
terface (i.e.. C/- > 1.) as shown by Heert jes , et al . [14], In the 
present expe r imen t s , however, th is cont r ibu t ion was very small 
( <3 percent of Q<") and could be d iscounted in in te rpre t ing the 
resul ts . 
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Radiative Transfer in Homogeneous 
Nongray Gases With Nonisotropic 
Particle Scattering 
A perturbation technique is presented to treat the problem of radiutiee transfer in homo­
geneous, plane parallel, nongray gases with nonisotropic [-/article scattering. The teeh-
tuque a/lotcs use of nongray narrow-hand or (ride-band models as well as Mie and Ilax-
leigh scattering coefficients and asymmetry factors. Results are obtained in the form of 
monochromatic transmitlanee. reflectance, and absorptanee of water clouds typical of 
those tn the earth's tttmosp/here. 

Introduction 

T h e effect of clouds is of major impor t ance in a tmosphe r i c radi­

ative transfer . Recent efforts have been m a d e to ob ta in more ac­

cura te values of cloud reflectance, t r a n s m i t l a n e e , and e m i t t a n c e . 

Van de Huls t [ I ] , 2 Y a m a m o t o . et al. [2], and Hansen {:\\ have 

performed extensive numer ica l ca lcula t ions considering only the 

scat ter ing and absorpt ion proper t ies of the water or ice par t ic les . 

Y a m a m o t o . et al. [4, n], and Zdunkowski and Cranda l l (6| have 

accounted for the effect of both sca t te r ing and nongray gases. All 

ca lcula t ions have been performed by the foregoing wi th various 

s ize-dis t r ibut ion of sea t te rers and various nongray gas models . 

Y a m a m o t o , et al. . used finite sums of exponent ia l s to descr ibe the 

nongray n a t u r e of water vapor absorpt ion and carried out solu­

t ions of the equa t ion of transfer for homogeneous cloud layers 

using bo th C h a n d r a s e k h a r ' s pr inciples of invar iance |4] (with ex­

pansion in single sca t te r ing albedo) as well as the discrete ordi­

na t e t echn ique [5] (both t echn iques requir ing extensive numer ica l 

ca lcula t ions) . Zdunkowski and Cranda l l [6) used the Elsasser 

model for nongray gases and solved the equat ion of t ransfer using 

i terat ive numer ica l t echn iques . T h e purpose of th is work is to 

present a t echn ique for relatively s imple solution of the anisot rop­

ic sca t te r ing problem with nongray gas in a homogeneous layer. 

T h e relat ive s implic i ty resul ts from use of a modified two flux ap­

proximat ion , expansion of the solution in te rms of a baeksca t te r -

ing p a r a m e t e r and a sympto t i c ma tch ing of the resul t ing solution 

to exact two flux resul ts . The method has the a d v a n t a g e that it 

1 Presently NAS-NRO Resident Research Asxieiate at Ooddard Institute 
for Space Studies. NASA. New York. N. Y. 

2 Numbers in brackets designate References at end of paper. 
Contributed In- the Heat Transfer Division a! THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the ASME-
AIChE Heat Transfer Conference. Atlanta, (fa., August ">-8. 197:t. Revised 
manuscript received bv (he Heat Transfer Division. October Jo. I9?:t, 
Paper No. To-HT-9. 

can be used to treat nonhomogeneous layers and makes use of rel­

atively s imple nongray gas model . 

Analysis 
T h e equa t ion of transfer for a homogeneous cloud layer can be 

wri t ten in monoch roma t i c form as 

>i[!l- re. - / -•- (1 - „)lh r ^ flHTilJ.')p(pillAdlJ/ (1) 
(17 Z ' _ j 

where: r is the optical dep th , a is the .single sca t te r ing a lbedo 

(ratio of sca t te r ing to ext inc t ion coefficient), pig. tt') is the scat­

tering phase function and h, is the monoch roma t i c b lackbody in­

tensi ty at the cloud t e m p e r a t u r e . T h e boundary condi t ions to be 

appl ied in the infrared are isotropic incidence at the base, zero 

incidence at the top, i.e.. 

1(0. ii) = IB ,, - 0 
(2) 

/ (T„ , / i ) .-, 0 ,U * 0 

Following Ohandra sekha r , the phase function is expanded in Le-

gendre polynomials /'„, fa ) as 

p(lMI-i') .= ljZmPJn)PJii') (3) 

where the coefficients are obta ined from 

I / ) ( | l ) i i " ( l g =.: I /_yJ.>„1P„,(|i)|J.'V/(i. 
-1 -1 m 

Using (ii), the zeroth and first m o m e n t s of the equa t ion of t rans­

fer (1) are taken and the resul t ing integrals are wri t ten in Gauss­

ian q u a d r a t u r e form as 

(I 
" 'IXd^.pM - zCc . i fT . j j . , ) 

i 

- 2 ( 1 -a)Ib -• (i-L\]L^Ci / ( ? , }i,-) , ^ 
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For the first approx imat ion , i = ± 1 , c , i = 1, ,u±i = i l / x / J , the 
two equa t ions (4) can be combined to yield; 

1 ' l r " ' " 1)1 b + (7(1 - / ) ) / " 
•3 eh 

w h e r e 

= -r -t 

7 3 rfT 

( i 

- / " + (1 - a)Ih + « ( 1 - / ; ) / " + "/">/* (5) 

/ * = / ( T , 1 / V " 3 ), ; - = / ( T , - l / v 3 ), u)() 

1 
1 - ^ M = X I - - r - / p(il)iMltl) 

T h e equa t ions (5) derived in the foregoing correspond to the mod­

ified two flux equa t ions of Sagan and Pollack [7], who obta ined 

the same equa t ions (wi thout emiss ion) th rough inference from the 

exact solution of Piotrowski [8], Sagan and Pol lack [7] as well as 

Irvine [9] have compared the solut ion of equa t ions (5) with exact 

solutions. Sagan and Pollack [7] report t h a t for strongly forward 

scat ter ing (6 = 0.15) and 8 < r 0 5 32 the resul ts for reflectance 

are good to be t t e r t h a n 5 percent for conservat ive sca t te r ing . 

It is to be noted tha t a l though equa t ions (5) can be easily 

solved for the monochromat i c or gray cases, the inclusion of non-

gray gas absorp t ion causes difficulty in frequency in tegra t ion . 

The nongray gas absorpt ion coefficient a p p e a r s in bo th the opt i ­

cal th ickness and in the d e n o m i n a t o r of the single sca t te r ing al­

bedo, a. In order to m a k e use of nongray gas b a n d models , the 

absorpt ion coefficient m u s t appea r in the solut ion in the form of 

t r a n s m i t t a n c e or in a form ob ta inab le from the t r a n s m i t t a n c e . 

This form can be ob ta ined by not ing tha t for clouds in the in­

frared the p a r a m e t e r b is qui te small and by ob ta in ing a per tur­

bat ion solution in b. 

For small 6, the in tens i t ies can be expanded as 

r ( T ; / ; ) = ; / ( T ) 4- / ; / / ( T ) + .". . 

r(r;h) = I()-(T) + hl^T) 

Subs t i tu t ion into (51 yields the following sets of equa t ions 

(1 -(1)1, 

= - ( 1 - « ) / „ " + (1 -<')h 

1 rfi,1 

(6) 

1 <!ll _ -
v 3 dr 

v3 (IT 

1 - « ) / 0 * 

_ -X Xt -
v 3 dr ~ 

= X I -a)!* - «(/«. X X ) ; 1,. (7) 

(8) 

T h e boundary condi t ions (2) become 

V ( 0 ) = IB, / / ( 0 ) = 0; / = 1, 

X X X = 0 n 
These equa t ions (7) are not necessary in the case of homogeneous 

layers since the exact solut ion (5) can be expanded for smal l b. 

However, for the nonhomogeneous case, where exac t solutions 

m a y b e impossible, equa t ion (7) can yield relat ively s imple solu­

t ion. T h e solut ions of (7) and (8) in the form of zeroth and first 

order ne t flux are ob ta ined as follows: 

2TT 
F = = ( / • - / - ) = F„ bF 

2u , . 

F , = 

V O 

2 K„ '" 

„-HK Z 

X 

- (z0 - z) 

„~XK„ 

..-J'iK U « M ) ./3K"„(z 

- / 3K Un-z> 

— (' 

ix 
ZK,IB 

„-/3K 

3yzlBe ru 

(9) 

where y = sca t te r ing coefficient, K„ = Kp + Ks, Kp = absorp­

tion coefficient of par t ic les , Ke = absorpt ion coefficient of gas, z 

= d i s tance from cloud base . 

Due to the Gauss ian q u a d r a t u r e app rox ima t ion used here the 

t r a n s m i t t a n c e and reflectance mus t be defined as the ra t ios of ne t 

t r a n s m i t t e d and reflected fluxes to flux t r a n s m i t t e d th rough a 

nonpar t i c ipa t ing m e d i u m (7 = K„ = 0) . 

R = b - • I (1 - f ! / 5 V . ) 

(10) 

The e m i t t a n c e is defined as the ra t io of the emi t t ed flux to t h a t 

emi t t ed if (Ka —- » ) , i.e., 

E = 1 - e -flK„ ~b[~1f(l-e-2/3i<a*«)--f3yzl)c ./3K 

- 2 K 
(11) 

Clearly, these defini t ions satisfy conservat ion of energy and Kir-
choff s law at least to order 6. P rob lems associa ted wi th the per­
tu rba t ion solut ion arise for the conservat ive case wi th large opti­
cal th ickness , i.e., Ka —• 0, 

r r 4 

l - X l - A , A = single sattering albedo 

Fig. 1(3) Comparison of modified two flux(0) and present method ( + ) 
for asymmetry factor = 0.8, Tauo = 1.00, A = single scattering albedo 

t r .4 
E 

UJ 

. 2 ,4 .6 .8 I.O 

I -^/\-K, A =single sca t te r ing a l b e d o 

Fig. 1fb) Comparison of modified two flux (0) and present method ( + ) 
for asymmetry factor = 0.8, Tauo = 10.0, A = single scattering albedo 
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Wave number)l /CM) 
Fig. 2(a) Emissivity (E), t ransmissivi ty (T), and reflectivity (R) for high 
water c loud. T = " 1 5 c , p = 550MB, vapor density = O.OGM/M + 3 
cloud th ickness - 2 M , effect ive radius — 5, effect ive var iance = 0.15. . 
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Fig. 2(c) Emissivity (E), t ransmissivi ty (T), and reflectivity (R) for high 
water c loud. T = - 1 5 c , P = 550MB, vapor density = 1 .605GM/M + 3, 
c loud th ickness = 10M, effect ive radius = 5, effect ive var iance = 0.15. 

iOOO 1500 
Wove number! l/cm) 

2000 2500 

Fig. 2(b) Emissivity (E), t ransmissivi ty (T), and reflectivity (R) for high 
water c loud. T = - 1 5 c , p = 550MB, vapor density = 1 .1605GM/M 3 , 
cloud th ickness — 2M, effect ive radius = 5, effect ive variance ~ 0.15. 
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Fig. 2(d) Emissivity (E), t ransmissivi ty (T), and reflectivity (B) for high 
water c loud. T = - 1 5 c , p = 550MB, vapor density = 1 .605GM/M + 3, 
c loud th ickness = 50M, effect ive var iance = 0.15. 

T = 1 - <>v 3} z(l 

where the solution diverges. However, this problem can be avoid­
ed by noting that the exact solution of (5) for transmittance in 
the conservative case is 

1 
•/• = ( 1 2 ) 

An approximation using the first two terms of the perturbation 
solution which yields (12) in the conservative case is 

F 
F, 

1 
(13) 

For the case (n * 1) expansion of both the exact solution of equa­
tion (5) and the approximation, equation (13), in (1 - a) yields 
agreement through terms of order TO. The approximation is thus 
strictly valid for T0 <1, all values of a, and 6 < 1, but may be ap­
plied for 70 -•• 10 with reasonable results as will be shown. 

It is seen that the absorption coefficient appears in the pertur­
bation solution (9) in the form of gas transmittance or transmit­
tance divided by absorption coefficient. The frequency integration 
of both these forms are obtainable from band models for nongray 
gases, assuming In, h, and the scattering and absorption coeffi­
cients of the cloud drops do not vary within the frequency inter­
val. 

Using an upper bar to denote integration over a small frequen­
cy internal (13) may be written in terms of frequency integrals of 
equations (9) as 

F = 
F 

-k 
(14) 

This approximation of the frequency integration of flux is valid 
under the same conditions as those for equation (13). The band 
emittance, reflectance and transmittance can now be calculated 
using narrow band models (10) or wide band models [11) for non-
gray gas absorptanee. 

Since the scattering coefficient and the absorption coefficient of 
the scatferers are slowly varying functions of frequency when av­
eraged over size distribution, the only frequency integrals re­
quired are for transmittance and forms involving transmittance 
and reciprocals of absorption coefficient. These can be obtained 
in closed form by using the narrow band model of Malkmus [10] 
for nongray gases: 

J <>-*'• evdv (15) 

where K^ is the gas absorption coefficient, and s. b. d are the av­
erage line intensity, half width, spacing respectively. Equation 
(15) yields the same form as Goody's random model for large and 
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small optical thickness. The other frequency integration which 
arises when (9) is used in (14) is 

A' + A' 
dv 

1 
1 - , 

— Be 

-AW] + 

2[erf (c) - erf (D)\ 

A(y) »!i - 1 

D = C 

lit 
dd 

C = [1 JitL 
s/'d 

-4(v) 
B 

(16) 

Resul t s and D i s c u s s i o n s 
In order to assess the accuracy of the present method, compari­

sons were made between equation (13) and the exact solution of 
the modified two flux equations (5). These comparisons are shown 
in Figs. 1(a) and Kb). Emittance and reflectance are plotted as a 
function of 1 - V\ ~~a, where a is the single scattering albedo, 
for optical thickness of 1.00 (Fig. 1(a)) and 10.0 (Fig. Kb)) and an 
assymetry factor of 0.8 (b = 0.10). For an optical thickness of 
1.00, it is seen that the present method is in excellent agreement 
with the exact modified two flux throughout the range of albedo. 
For optical thickness of 10.0, it is seen that the present method. 

Transmittance 

Emittance 

Reflectance 

500 1000 1500 

Wave number ( l /cm) 

2000 2500 

Fig. 3(a) Emissivity (E), transmissivity (T), and reflectivity (ft) for high 
water cloud. T = - 1 5 c , p = 550MB, vapor density = 0 . 0 G M / M + 3, 
cloud thickness = 2M, effective radius = 10, effective variance = 0.15. 
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Fig. 3(d) Emissivity (E), transmissivity (T), and reflectivity (ft) for high 
water cloud. T = - 1 5 c , p = 550MB, vapor density = 1 .605GM/M + 3, 
cloud thickness = 2 M , effective radius = 10, effective variance = 0.15. 

while having the correct shapes, underestimates the emittance by 
30 percent for small values of emittance. However, for single scat­
tering albedo less than about 0.75 or approaching 1.0, the agree­
ment is excellent. For both cases, Kirchoff's law and conservation 
of energy were satisfied nearly exactly by the present method. 

The approximate method presented here has been used to cal­
culate the radiation properties of supercooled water clouds in­
cluding the nongray effects of water vapor absorption. The results 
have been obtained for various cloud thicknesses and effective 
droplet radii of 5 and 10 microns. All of the droplet properties, 
scattering and absorption coefficient and asymmetry factor, were 
calculated using a Mie scattering program furnished by Dr. J. E. 
Hansen and described in reference |3). The droplet size distribu­
tion was taken to be 

N(R) = constant R^-'iB^i>c-RJAB ( 1 7) 

where A is the mean effective radius and B is the effective vari­
ance as defined in (3). This size distribution is a good fit to obser­
vation [12]. The water vapor absorption data were obtained from 
Elsasser and Culbertson [13J. 

Figs. 1(a). 2(b), 2(c), and 2(d) show the emissivity, reflectivity, 
and transmissivity for various cloud thicknesses with a droplet 
number density of 300 cm 3, mean effective radius of 5 microns 
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Fig. 3fc> Emissivity (E), transmissivity (T), and reflectivity (ft) for high 
water cloud. T = - 1 5 c , p = 550MB, vapor density = 1 .605GM/M + 3, 
cloud thickness = 10, effective variance = 0.15. 
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Fig. 3(d) Emissivity (E), transmissivity (T), and reflectivity (ft) for high 
water cloud. T = - 1 5 c , p = 550MB, vapor density = 1 .605GM/M + 3, 
cloud thickness = 50M, effective radius = 1 0 , effective variance = 
0.15. 
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Fig. 4(a) Asymmetry factor for high water clouds. Lower curve for 
mean effective radius of 5 microns, upper curve for mean effective radi­
us of 10 microns. 

750 

Wove Length (/^m) 

Fig. 4(b) Scattering cross section in (microns) 2 for high water clouds. 
Lower curve mean effective radius 5 microns, upper curve mean effec­
tive radius of 10 microns. 

and an effective variance of 0.15. Fig. 2(a) is for a cloud of 2 m 
thickness with no water vapor present. Fig. 2(b) is the same 
thickness but with water vapor density taken at the saturation 
value. The effect of the 6.3 micron (1595 cm" ') water vapor ab­
sorption band is quite pronounced resulting in an increased em-
issivity and decreased transmissivity and reflectivity. As the 
cloud becomes thicker to 10 m (Fig. 2(c)) and to 50 m (Fig. 2(d)). 
the emissivity and reflectivity increase while the transmissivity 
decreases. The effect of the nongray gas on reflectivity and emiss­
ivity becomes greater as the thickness increases. All curves show 
good qualitative agreement with Yamamoto. et al. [4J. 

500-

250 

Wave length (/-im 

Fig. 4(c) Extinction cross section in (microns) 2 for high water clouds. 
Lower curve mean effective radius 5 microns, upper curve mean effec­
tive radius of 10 microns. 

Figs. 'A(a). 'Mb), 'i(c), and 3(d) show the radiation properties of a 
typical high altitude cloud with drops of mean effective radius of 
10 microns and an effective variance of 0.15. The number density 
was held fixed at 300 c m ' 3 . Comparison of Fig. 3(a) (without 
water vapor absorption) with Fig. '3(b) (with water vapor) shows 
the effect of water vapor absorption is much smaller for this case 
than for the case of mean effective radius of 5 microns. This is to 
be expected since for the 10 micron mean radius case, the droplet 
scattering and absorption should be more important. For the 
most part, the 10 micron mean effective radius case yielded larger 
values of emissivity and reflectivity than the 5 micron radius case 
for any given cloud thickness. Again the present results agree 
qualitatively with those obtained by Yamamoto, et al. |4]. 

As in the gray case of Figs. 1(a) and Kb), both Kirchoff's law 
and conservation of energy were very closely satisfied throughout 
the range of frequencies. This would imply that the present meth­
od is a good approximations which is simple enough to use in cal­
culations of atmospheric heat transfer problems. The authors are 
presently extending the calculations to the case of ice clouds and 
into the near infrared and visible portion of the spectrum. 

Figs. 4(a). 4(b). and 4(c) show the asymmetry factor, scattering 
cross section and extinction cross section of the drops as a func­
tion of wave length. The lower curves are for the 5 micron mean 
effective radius case; the upper curves are for the 10 micron mean 
effective radius case. The back-scattering parameter b can be ob­
tained as a function of wave length from the asymmetry factor by 
b = 1/2 (1-asymmetry factor). 

In order to check the accuracy of the approximation in the non-
gray case, the absorption coefficient distribution function method 
|14] or the inverse transmission function method [15] was em­
ployed to carry out the narrow band frequency integration. Using 
this method, the exact solution of the modified two flux equations 
can be integrated over frequency using the absorption coefficient 
as the variable of integration together with an appropriate kernel 
function. The kernel for the Malkmus model was obtained in [15] 
using the inverse Laplace transform of the transmission function. 
The frequency integration can be written in the following form: 

1 
/ A(Ke{v))dv = f-°A(Ke)/(Ke)(IKe (18) 

where A(Ke(c)) is the transmittance, reflectance or emittance ob­
tained from the exact solution of equations (5). The kernel f(Ka) 
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Fig. 5 Emittance, reflectance and transmittance from exact solution of 
modified two flux equations and present approximation; back scattering 
parameter b = 0.10, particle scattering = 8 km \ particle obsorption 
Hp — 2 Km "', average line half width to spacing ratio = 0.10 cloud 
thickness of 0.2 km and 1 km. 

is given by 

/ (A ' , ) T / I b l'H'i-(K / s fi)-l.s/d/ l!)) 
hh 1 

M2 A'3 

The results of the appl ica t ion of equat ion (18) are shown in Fig. 

5 together with the resul ts from the present approx ima t ion . T h e 

emi t t ance , reflectance and t r a n s m i t t a n c e are plot ted for 1 km 

and 0.2 km th icknesses as functions of s/d. t he average line inten­

sity to spacing ra t io . The line half-width to spacing rat io was set 

at 0.10, the par t ic le sca t te r ing and absorpt ion coefficients were 

set a t 8 k m ' J an 2 km" C These values of the fixed pa rame te r s 

correspond approx imate ly to those used in t h e cloud calcula t ions . 

Excellent agreement between the two me thods is seen to exist . 
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Development and Evaluation of a 
Remote Sensing Technique for 
Determining the Temperature 
Distribution in Semitransparent 
Solids 
A technique is presented for recovering the temperature profile in semitransparent solids 
from remotely sensed spectral emission data. The temperature distribution is deter­
mined by iteratively solving the equation governing the emerging spectral emission to re­
cover the profile to best match the emission data. The technique is evaluated using both 
analytical and experimental emission data. Analytical results show the effect of data 
error, number of data points, method of representing the temperature profile, and optical 
thickness range. The method is verified experimentally using Corning Code 7940 fused 
quartz by comparing recovered temperature profiles with those predicted by a combined 
conduction-radiation heat-transfer analysis. 

Introduction-
Many applications are encountered in applied physics and en­

gineering where it is necessary to measure the temperature distri­
bution within a semitransparent material at high temperature. 
Examples of such materials are combustion products in a com­
bustion chamber or afterburner, glass when solid or molten, crys­
tals, plasmas, etc. It is difficult to measure the temperature dis­
tribution in such materials. Probes cannot be readily used be­
cause they distort and disturb the temperature and radiation 
fields, and can produce erroneous results. Also, probes must be 
specially designed for high temperature applications to keep them 
from melting; e.g., pulsating thermocouples for combustion appli­
cations. An alternate approach is to remotely measure the radia­
tion field emerging from the medium and recover the temperature 
distribution from these data. This is possible because the emerg­
ing radiation field from a semitransparent medium is a function 
of the temperature distribution. For the limiting case of opaque 
materials, the remote sensing approach reduces to conventional 
pyrometry and only a surface temperature is recovered. 

Thermal remote sensing specifically involves using a spectral 
sensor (spectrometer or monochrometer with detector, radiometer 
with filters, etc.) to measure the natural emission of semitrans­
parent media and then employing an inversion technique to re-

Contributed by the Heat Transfer Division for publication in the JOUR­
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, January,22, 1974. 

cover the temperature profile. This approach is referred to as 
thermal remote sensing, inversion, spectral scanning, etc. It is at­
tractive because: (1) the measurement technique is nondestruc­
tive since probes are not introduced, (2) distortion of the mea­
surement field by a detector is absent, (3) the medium is not ex­
posed to a field of external electromagnetic radiation, i.e., mea­
surement is ' passive type, and (4) measurements need not be 
made in the immediate vicinity of the medium providing the ef­
fect of the intervening media is included. Limitations of the 
method are detector sensitivity, spectral resolution and noise 
level. Also, inversion is inherently unstable and measurement er­
rors can be amplified. 

During the last fifteen years, an extensive effort has been de­
voted to developing remote sensing techniques. This work has 
been primarily for gaseous radiation sources such as planetary 
and stellar atmospheres, plasmas, exhaust plumes, etc. Wang [l]1 

has reviewed this work. Until recently, only two attempts (2, 3) 
had been reported where remote sensing techniques have been 
applied to solids. For this reason, an inversion procedure was de­
veloped and evaluated which is applicable primarily to condensed 
phases. The method is as general as possible with options to in­
clude a priori information about the temperature profile if de­
sired. The development and analytical evaluation of the pro-
cedurg has been reported previously [4]. The technique has also 
been evaluated experimentally using Corning Code 7940 fused 

1 Numbers in brackets designate References at end of paper. 
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quartz glass samples. Recovered temperature profiles for the sam­
ples were compared with those predicted using a combined con­
duction-radiation heat transfer analysis to verify the technique. A 
brief description of the technique, numerical results, experiment, 
and verification results is given in this paper. A detailed discus­
sion is given elsewhere [5]. 

Invers ion Analys i s 
Physical Model and Assumptions. The physical situation in 

an inversion problem is so involved that it is difficult to discuss 
the technique without applying it to a real system using some of 
the physical laws and geometry of the system. To illustrate the 
method, a plane layer of semitransparent solid is considered with 
one side bounded by an opaque material. Fig. 1 shows a schemat­
ic diagram of the physical model and coordinate system. The 
solid is assumed to be isotropic and homogeneous and to emit but 

. not scatter thermal radiation. Coherence effects are neglected 
which implies that the thickness L of the material is much great­
er than the wavelength of radiation. Refraction of radiation with­
in the solid due to variations of refractive index with temperature 
is neglected. The solid is taken to be in local thermodynamic 
equilibrium. Hence, Kirchhoff's and Planck's laws appropriately 
describe emission of radiation from the solid. These assumptions 
are valid for solid materials such as glass. 

The spectral intensity of radiation lv~(0, p.') emerging from the 
layer as shown in Fig. 1 can be evaluated if the intensity just in­
side the material at the back face I„~ (L, p) is known. If the re­
fractive index n of the material is much different from the sur­
rounding material, the. effect of reflection and refraction at each 
interface must be accounted for in I,~(L, p). Accordingly, it is 
assumed that all interfaces are optically smooth and reflect spec­
ularly. Thus, Fresnel's equations of classical electromagnetic1 

theory appropriately describe transmission and reflection of ra­
diation at the interfaces and the radiation field is axially sym­
metric. The opaque material which bounds the solid is assumed 
to be a good conductor having a complex index refraction hi» -
n„ + ik,. The conductor serves to define the boundary while min­
imizing emission from the back fade. 

Formulation of Problem. For a one-dimensional, nonscatter-
ing plane layer having axial symmetry, the spectral intensity 
Iity, M) defining the radiation field is governed by the equation of 
transfer 

dh r ' (1) 

Surrounding medium 
n0 

V-dy xv[iu,(y) -iu{y,u-)} 

Conductor 
n2 

I nterface 1 

I nterface 2 

The solution for equation (1) in the forward and backward direc­
tions is 

y - o y - L 

Fig. 1 Physical model and coordinate system 

y 

Iv\y,\i) = V(0 , )a ) exp(-T„/u.) + J Kv{t)I»{t) exp{-[T„(y) 
o 

- T„(t)]/n}dt/n, 0 < M s 1 (2) 

L 

h~{y,v) = I„'(L,ii) exp[(T0„ - T „ ) / H ] - / Kv(t)Iu.(t) exp{ 
y 

- k W - T , ( ! ) ] / r f ^ , - l < | i < 0 (3) 

The physical depth y is used in these equations instead of optical 
depth T„ since the temperature varies uniquely with y. The 
boundary conditions appropriate to equations (2) and (3) are: 

V ( 0 , f i ) ' = V ( M ) + Pi„(^) /„~(0 , -n) , 0 < ( I < 1 (4) 

/„-(£, M) = [1 -p2v(M)]/h ,(2n
2) + P 2 I X M ) V ( I < , - M ) , 

- 1 < is< 0 (5) 

The second term of the right-hand side of these equations repre­
sents the specularly reflected radiation from the opposite direc­
tion. The first term in equation (S) is the emitted intensity from 
the conductor and 2ov+ in equation (4) accounts for external ra-

N o m e n c l a t u r e . 

Cj 
En 

F 

G„ 

k = 

L = 

T 
t 

y 

expansion constant in equation (8) 
exponential integral function 
local radiative flux defined by equa­

tion (10) 
function defined in equation (13) 

which equals En for /?,,, ple, and 

spectral intensity of radiation 
Planck's function 
thermal conductivity or imaginary 

part of complex index of refraction 
thickness of the layer 
real part of complex index of re­

fraction 
complex index of refraction, n = 

n + ik 
heat flux 
temperature 
dummy integration variable 
depth 

fi,, = interreflection function defined as 
1/|[1 - /> i„Mp2»exp( -2 f 0 „ / ' 
H)]) 

V, = functiondefined asI^Ti/hXTf) 
6 = dimensionless temperature, T/Tr 

8 = polar angle between the norma! to 
• the solid and the direction of 

pencil of radiation within the solid 
0' = polar angle outside the solid 
K = absorption coefficient 

K„* = dimensionless absorption'coefficieht" 
•• = K „ / K r ( T r ) 

X =: wavelength ' :-
p = direction cosine, p = cos# 
v = frequency ' 
•£ = dimensionless depth, -y/L 
p = reflectivity 

T, = ' optical depth defined as J"0\.(y')dy' 
TO, = optical thickness defined as 

SLK(y)dy , • . . : : . . . 

Tor = reference value for T6'„ = Kr-E 
a = root-mean-square (rrhs) deviation 

' <t>'p = dimensionless intensity leaving the 
solid defined as 
/ „ - ( 0 , M ' ) / i [ l - p i » ] ^ „ ( T r ) ) 

4/j — function defined in equation (8) 

Subscripts 
r = refers to reference value . 
0 = refers to surrounding medium 
1 = refers to semitransparent solid or 

front surface 
2 = refers to opaque material or back 

surface ' 
X = wavelength 
y = frequency 

Superscripts 
+ = forward (positive p) direction 
— = backward (negative p.) direction 
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Fig. 2 Typical variation of the kernel in equation (7) with dimensionless 
depth ( |) and optical thickness (rc/p.) -3 

diatibn incident on the material. The directional reflectivities p\„ 
and piv are for radiation incident oh the interfaces from inside 
the solid and they vary with M : ' 

Equations (2) through (5) can be solved [5] to give the intensity 
incident on interface 1 from inside L~(Q, p.). An energy balance 
on this interface shows that the emerging intensity I»~(0, p') is 
related to the intensity just inside the solid by 

IV-(O,II') = [i - P l » W / W . r ( o , M ) (6) 

Combining this equation with that for i\r(0, p), ignoring any ex­
ternal radiation, and introducing dimensionless variables gives 

<t>vbi') = &(v , - ^M1 - PiV(v-)hvWe 

-ToJ vA)[e + P 2 „(u> }Kv*(^)di./A 

- - 1 < / i < 0 (7) 

The dimensionless absorption coefficient K,* varies with £ since it 
is a function of both temperature and frequency. The direction 
cosines p. and p' are related by Snell's law of refraction, 7ii,: sihS 

Equation (7) is the primary equation considered in the inver­
sion analysis. It is a nonlinear, inhomogeheous Fredholm integral 
equation of the first kind. Assuming that K* and n,, are known 
functions and §K is known within experimental error, the problem 
is to recover the temperature distribution 0(£) between f = 0 and 
1. Specifically, find 0(£) given N observations (within experimen­
tal error) of the emerging intensity <p, for N independent condi­
tions (at frequencies vi, »2, •.,. • VN and corresponding directions pi, 
M2, • • •, PN) assuming K„*(8) is known. 

To show qualitatively how 0({) is recovered from equation (7), 
the characteristics of the kernel in this equation should be under­
stood. Fig. 2 shows a typical plot of the kernel versus £ with TO../M 

' being a parameter. It reveals that the kernel drops sharply with 
increasing £ for T0„/P > 1.5, while being nearly constant for r0,/p 
< 0.5, i.e., the solid acts as if it were optically thin. The kernel 
must vary differently with £ for each emission data point for the 
measurements to be independent. Thus, only one data point is 
necessary for T0V/M < 0.5. Also, only a few data points having 
large T0V/P are needed because the kernel decreases so rapidly 
with £ that such data only affect the temperature profile near the 
front surface. Results will be presented later to indicate an opti­
mum r0r/p range for which to sample emission data. 

Method of Inversion. There are difficulties associated with 
inversion. For example, inversion of a Fredholm integral equation 
such as equation (7) encounters problems of instability, nonuni-
queness, ill conditioning and finite measurements. Many investi­
gators have pointed out that inversion methods are inherently 
unstable and that input errors tend to produce greatly amplified 
output errors [6-9]. The errors arising in inversion are primarily of 
four types: (1) imprecise measure of the emitted radiation, (2) 
imperfect models for the spectral absorption coefficient, (3) com­
putational errors due to inversion, and (4) errors due to the limit­
ed set of measured values of 4>,(n'). Inversion tends to amplify 
these errors and mathematical procedures such as linear [8], non­
linear [9], statistical [10], quasilinearization [11], relaxation [12], 
smoothing, [13], and others [14] have been developed to overcome 
these problems. A summary of these studies is given by Wang [1]. 

In an attempt to overcome some of the difficulties discussed, a 
nonlinear optimization procedure has been adopted. This is a 
general procedure of inversion where Planck's function is not lin­
earized and a priori information about- the temperature profile 
can be incorporated, if desired, to reduce the effect of data error. 
Use of optimization in inversion problems was first employed by 
Florence [15] and later by Barnett [16]. The procedure developed 
can be summarized as follows. In an attempt to recover the tem­
perature distribution which best fits the spectral emission data, 
the integral equation (7) is solved repeatedly with trial (assumed) 
temperature distributions until the best least squares fit of the 
emission data is obtained. Two ways are considered for repre­
senting the temperature distribution: (1) a discrete set of points 
T{%j), and (2) a linear combination of given functions, preferably 
orthogonal, e.g., Legendre polynomials, 

= r/T r = S c , ^ ) , o<£ < l (8) 

The particular optimization program employed in the analysis is 
described by Fletcher and Powell [17] and has been applied to 
many nonlinear problems. This routine can also include inequal­
ity constraints which the final solution must satisfy using the 
procedure developed by Allran and Johnsen [18]. Two possible in­
equality constraints are: the temperature must vary monotoni-
cally through the material or there can only be one extremum in 
the temperature distribution. Imposing constraints can decrease 
the calculation time by "guiding" the procedure to an acceptable 
solution and can improve the results if data error is significant. 
However, meaningful results can be obtained even if constraints 
are not imposed. 

Both of the methods of representing the temperature distribu­
tion have been investigated. The discrete-point approach has the 
advantage that spacing of the points may be varied within the 
material to best represent the data, whereas, the linear combina­
tion of functions approach requires fewer coefficients because the 
temperature distribution is expected to be fairly smooth. Details 
concerning the inversion procedure are given elsewhere [4, 5]. 

The inversion procedure is programmed for computer solution. 
Typical runs require about one second per temperature profile on 
the IBM 370-165 computer. 

Numerical Inversion Resul ts 
Inversion results were obtained using analytical spectral emis­

sion data to verify the inversion technique prior to performing an 
experiment. The data were generated by assuming a temperature 
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profile within the material and solving equation (7) by numerical . 
integration for the emergent radiation intensity <j>y in the spectral 
region of 2.5 to 4.1 pm. Temperature profiles were then recovered 
from sets of emission data. The technique was evaluated by com­
paring the recovered temperature profiles with the assumed ones. 
Results will be summarized in this paper to show how well the 
technique recover the temperature distribution with exact data, 
the effect of data error, and the effect of optical thickness range. 
A detailed discussion is given elsewhere [4,5]. 

Exact Emission Data Results. Recovered temperature profile 
results were obtained using exact emission data for a variety of 
optical thickness ranges and profile shapes. Recovered discrete-
point and polynomial profiles agreed well (within 0.1 percent) 
with the assumed profiles, thus, validating the technique. 

Effect of Data Error. Realistically, there will be error in any 
experimental emission data considered. To model such data, ran-

" dom error was introduced into the exact analytical emission data. 
Each data case (containing N points) was perturbed five times, 
generating five data sets, in order to get representative results. 
The effect of error in the independent parameters v and T0V/M was 
not considered; 

Fig. 3 shows typical recovered results with random error (<r = 5 
percent) in the emission data for one assumed linear temperature 
profile. Both discrete-point and polynomial results are given in 
this figure. The spectral emission data employed consisted of ten 
equally spaced wavelength points in the spectral region 2.5 < A < 
4.1 lira. Five recovered profiles are plotted for each case in Fig. 3 
corresponding to the five different sets of perturbed emission 
data. The discrete temperature points in this figure are spaced 
closer together near { = 0. This indicates that the resolution of 
the recovered profiles is better near the front surface which is a 
result of the way the kernel varies with £ and T0»/M, as shown in 
Fig. 2. 

The errors listed in Fig. 3 are overall rms errors for the five pro­
files. The error for each profile is evaluated at the discrete points 
or at fourteen different locations for the polynomial profiles. The 
rms error is the lowest for the linear recovered profiles which are 
of the same order as the assumed one. The higher order profiles 
deviate more from the assumed one because they have more de­
grees of freedom to better fit the perturbed emission data. The 

I+ <o,v) 

COOLING WATER COILS 

-CARTRIDGE HEATERS 

Fig: 4 Cross-sectional view of tesl assembly 

maximum rms error in Fig. 3 is 2.5 percent compared to the 5 
percent error in the emission data. This error would have been 
larger for higher order profiles if the results were not constrained. 
However, the constraint had no effect on profiles having two or 
three unknowns. These results then demonstrate that random 
error is not amplified in the recovered profiles. This is partly be­
cause <pr is a strong function of temperature (0,, ~ T°, where a is 
between 4 and 6 for the frequency and temperature range of in­
terest) and error is dampened when evaluating temperature. The 
error is also dampened because ten emission data points are con­
sidered versus four unknowns. However, the rms error was in­
creased only slightly when the number of data points was de­
creased to six [5]. 

Effect of Optical Thickness Range. The selection of optical 
thicknesses at which to measure emission data does affect the re­
covered results. The desired optical thickness range was discussed 
previously in relation to Fig. 2. To investigate the effect of optical 
thickness range, recovered profile results similar to those in Fig. 3 

1000 

Fig. 3 Comparison of assumed and recovered temperature profiles with TV = 1000 K, N = 
10, 0.35 < Ta„/ji < 13.5, m = 1.5, no.= 1.0 fi2 = 0.8 + M8.9, y! = 1:0, a.= 5 percent and 
results constrained 
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were obtained for various optical thickness ranges with the same 
linear temperature profile [5]. The optical thicknesses were equal­
ly spaced logarithmically within each range. The results indicate 
that the recovered profile error varies significantly with optical 
thickness range considered. The minimum error occurred for 
emission data which had the following optical thicknesses: 

1 One value as low as 0.5, 
2 A very large value to establish the front surface tempera­

ture, and 
3 A number of values between 0.5 and 5. 
Including many optical thicknesses larger than five is desirable 

only for nearly linear profiles where better defining the recovered 
profile near the front surface helps in determining the whole pro­
file. 

Experiment 
An experiment was conducted to verify the inversion procedure. 

It was designed to determine feasibility of the procedure rather 
than accuracy. The experiment provided spectral emission data 
from a semitransparent solid whose temperature profile could be 
predicted. One-dimensional heat transfer was modeled using Cor­
ning Code 7940 fused quartz for the semitransparent solid. Fused 
quartz was selected because it has desirable thermophysical prop­
erties and its optical properties are reasonably well known. The 
sample was heated from the back side and spectral energy leaving 
the front surface was measured. The samples had a 15-cm dia 
and thicknesses as large as 2.54 cm.( The diameter-to-thickness 
ratio was large enough so that one-dimensional heat transfer was 
modeled. A thin, opaque layer of gold was coated on the sample's 
back surface. This coating blocked radiation emitted by the heat­
er from entering the sample. The sample's surfaces were very 
smooth so that the gold coating-sample interface was specular. 

Fig. 4 shows a cross-sectional view of the test assembly. Ther­
mocouples are embedded in the block'to measure heat flux and 
heater surface temperature. The sample sits on top of the heater 
block with a 0.007-cm gap between the two to insure uniform 
heating. The temperature of the sample's back surface is calcu­
lated from the heater surface temperature and heat flux. The 
front-surface temperature of the sample was measured using 
0.005-cm dia thermocouples which are soldered to the samples. 
These thermocouples are located near the center of the front sur­

face. A water cooled aperature plate above the sample serves as a 
heat sink and an aperature for emerging radiation. There is also a 
gap between the sample and aperature plate to provide uniform 
thermal resistance and to model the boundary condition in Fig. 1. 
The sample and heater block are immersed in insulation to mini­
mize heat losses. 

Spectral radiation (2.0 to 5.5 ^m) passing through the aperat­
ure of the test assembly is detected by a Perkin-Elmer Model 112 
spectrometer. In this spectral range fused quartz changes from 
being nearly transparent to opaque, i.e., semitransparent. The 
spectrometer was calibrated using a black-body installed in situ. 
During calibration and testing the spectrometer and test assem­
bly were purged with nitrogen to remove any gases having ab­
sorption bands in the spectral region of interest. A detailed dis­
cussion of the experiment is given elsewhere [5]. 

Experimental Resul ts 
The experiment yielded spectral emission data for fused quartz 

samples at various temperature levels. The temperature profile 
through the samples was predicted from a heat transfer analysis 
(described in the Appendix) using experimental temperature data 
to define the boundary conditions. Temperature profiles were re­
covered from the experimental spectral emission data and were 
compared with the predictions to evaluate the inversion tech­
nique. 

The physical property data for the Corning Code 7940 glass 
samples were taken from published data. Spectral absorption 
coefficient values were calculated from transmission data for Cor­
ning 7940 glass from Wedding [19]. These data were supplement­
ed by fused quartz data [20, 21] for lower c values. Data from 
Wray and Neu [22] were employed for the index of refraction for 
Corning 7940 glass. Thermal conductivity data, needed for the 
heat transfer analysis, were taken from Lucks, et al. [23]. The 
index of refraction of the gold coating hi was assumed to be 1.31 
+ i"10.7. This value yields a reflectivity in the normal direction of 
0.96 for the contiguous medium having an index of refraction of 
unity. This reflectivity agrees well with experimental data for 
electrolytic gold in the spectral region of interest [24]. The as­
sumed value of h% gives a normal reflectivity of 0.94 for nt = 1.4 
(an approximate value for fused quartz). 

Typical recovered and predicted temperature profiles derived 

•T(K) 

PREDICTED PROFILE 

1ST ORDER POLYNOMIAL 

-- — 2ND ORDER POLYNOMIAL 

O MEASURED FRONT-SURFACE 

O MEASURED HEATER-SURFACE 

Z2 CALCULATED BACK-SURFACE 

TEMP. 

TEMP, 

TEMP, 

850 

-PREDICTED PROFILE; 

-3 DISCRETE POIHTSJ \ 
-1! DISCRETE POINTS^ 

MEASURED FRONT-SURFACE TEHP, 

MEASURED HEATER-SURFACE TEMP 

CALCULATED BACK-SURFACE TEMP. J & 

Fig. 5 Comparison of predicted and recovered temperature profiles with L = 1.27 cm, 
p2 = 0.94, N = 1 1 , 3.32 < X < 4.75 j im and 0.3 < r0x < 39 
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from the experimental data are shown in Fig. 5. The recovered 
profiles are defined in terms of three and four discrete points, and 
first and second order polynomials. The measured front-surface 
temperature and heater-block surface temperature plus the cal­
culated back-surface temperature are also shown in this figure. 
The optical thicknesses considered follow the recommendations 
from the numerical results with three values greater than 5.0 in­
cluded. 

The predicted profiles in Fig. 5 were derived from a five-band 
analysis with the back surface temperature and heat-transfer 
coefficient at the front surface defined. The profiles are nearly 
linear which show that conduction is dominant. This is due in 
part to a large fraction of the radiation emitted being in a spec­
tral range where fused quartz is opaque. In establishing the pre­
dicted profile, the back surface temperature was adjusted until 
the predicted temperature at the front surface agreed with the re­
covered value. This approach was- taken since neither surface 
temperature taken from the thermocouple data is very accurate. 
The measured front-surface temperature has been shown in sub­
sequent testing to be low by about 10K [25]. The calculated back 
surface temperature is subject to error because of inaccuracies in 
gap height and heat flux. The choice of matching-the predicted 
and recovered profiles at the front surface was made because any 
error in the recovered profile at this location is due to measure­
ment error and not the inversion technique. In effect the bounda­
ry conditions employed in the heat transfer analysis were the 
temperature and heat-transfer coefficient at the front surface. 
This approach of predicting the temperature profile was justifi­
able in checking out rather than evaluating accuracy of the inver­
sion technique. Accuracy is the subject of another investigation 
[26]. The thermocouple data, although not directly used, do qual­
itatively show that the predicted profiles are correct. 

The discrete-point and polynomial approaches yield similar re­
covered profiles in Fig. 5. The profiles become lower in the middle 
and higher toward the back as the number of unknowns in­
creases. Three discrete points and second order profiles have the 
same number of unknowns and the resulting profiles are nearly the 
same except near the back surface where the second order poly­
nomials diverge. This indicates that variable spacing in the 
discrete-point approach has a favorable effect. Thus, the poly-
nominal approach could be improved by transforming the space 
variable y, e.g., y —• ya , where a is a constant [5]. The recovered re­
sults in Fig. 5 were obtained with the monotonic constraint en­
forced. However, enforcing the constraint only affected results for 
four discrete points. The resulting errors in fitting the measured 
emission data varied from 1 to 1.5 percent. As the number of^un-
knowns defining the profile increases, the fit of the emission data 
becomes better, as expected. 

The predicted and linear recovered profiles in Fig. 5 agree well 
especially for the two highest temperature cases. The slight de­
viations in slope could be caused by error in the thermal conduc­
tivity or optical properties employed for the samples or error in 
the measurements. Because of uncertainties in property data, it 
is concluded that the predicted and linear recovered profiles agree 
within the accuracy of the predictions. The consistent deviations 
of higher order recovered profiles from the linear ones are due to 
errors in the emission data, absorption coefficient data and/or 
back surface reflectivity. Random emission data error could not 
explain these deviations because the trends are consistent. Fixed 
emission data error could occur but this error would have to aver­
age 5 percent to explain the deviations observed, based on the 
numerical results. Any fixed emission data error would not be ex­
pected to be this large. Thus, at least part of the deviations are 
caused by error in the absorption coefficient data and/or back 
surface reflectivity. Sensitivity studies have shown that the back 
surface reflectivity could not have caused the deviations because 
a change in the back surface reflectivity has an opposite effect on 
the emitted radiation from the conductor than on the reflected 
radiation from the semitransparent solid [5]. 

Sensitivity studies were also performed to indicate the effect of 

absorption coefficient data error [5]. The deviations of higher 
order profiles were cut in half by adjusting the smaller *;, values 
by less than ten percent. Thus, absorption coefficient data error 
caused much of the deviations observed. Larger K;„ values were 
not varied because transmission data [19] for a 1.0 mm thick 
sample should yield accurate absorption coefficient values for xt, 
> 1 c m - 1 . These findings show that available property data are 
sufficiently accurate to recover simple profiles but better data 
would be needed for more complex profiles. 

Conclusions 
The results presented in this paper demonstrate that the inver­

sion procedure developed does properly recover the temperature 
distribution in a semitransparent solid from spectral emission 
data. 

Analytical results show that error in the emission data is not 
amplified in the recovered profiles and that the emission data 
should include optical thicknesses as low as 0.5, a very large 
value, and a number of values between 1 and 5 to get optimum 
results. Including many optical thicknesses greater than five will 
be beneficial only for nearly linear profiles. 

In the experimental results, the recovered linear profiles agreed 
with the predicted ones within the accuracy.of the predictions. 
Higher order recovered profiles deviated from the linear ones due 
partly to error in the absorption coefficient data. Available prop­
erty data are then sufficiently accurate to recover simple profiles, 
i.e., nearly linear, but better data are needed for more complex 
profiles. 
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APPENDIX 

Heat Transfer Analys i s 
The temperature profile in the test samples was predicted from 

a one-dimensional combined conduction-radiation heat transfer 
analysis with the boundary conditions established from the ther­
mocouple measurements. The heat transfer analysis is briefly de­
scribed in this Appendix. 

The conservation of energy equation for steady, one-dimension­
al heat transfer by conduction and radiation within the material 
may be written as 

dq/dy = d[-k{dT/dy) + F]/dy = 0 (9) 

The spectral radiative flux _£"„ is obtained from the definition 

r 1 r-\ 
Fv(y) = 2TTJ / / (^f i r fu -2TTJ / , - ( M ) ^ M (10) 

0 0 

Combining equations (2) through (5) and substituting into equa­
tion (10) yields an expression for the local radiative flux at any 
plane y [5], 

rL 

Fv(y) = 2wJ K^I^iDsigaiy ~t)E2(\ Tv{y) - rv(t)\)dt 
o 

L 

+ 2TTJ K„(t)Ib„(t){G2[pivp2„, [2T 0 „ + T„(}-) - T„(t)]] 
0 

- G 2 K , P 2 „ , [rv{t) - T„(y)}} + Gz[pit„ [TV(1) + Tv(y)]] 

- G2[p2ll, [2T0V - Tv(:y-) - T„{t)]]}dt 

A '. -Grn -Tfril/u 

o 

+ 27r/t„(r2){G3[(l -P 2 „ )P I„ , [T 0 „ + 7(30]] 

-C3[( l -p2 v , ) , [70 l , -7(30]]} (11) 
where 

+ 1, y>t 
s i g n ( y - 0 = {_1( y < t <12) 

' l 
G„(f,a)=f ^/(M)exp(-fl/n)ft"-2rfii (13) 

o 

In equation (11), the first term represents emission from within 
the material, the second is the emission that has been reflected 
by one or both of the interfaces, the third represents energy inci­
dent on interface 1 from external sources which reaches y, and 
the fourth is energy emitted by the conductor which reaches y. 
The total radiative flux was calculated from F,. using a band ap­
proximation where Fr is assumed to be constant within each 
band. Five bands were employed in the analysis in order to model 
the spectral absorption coefficient variation [5]. 

The temperature distribution was calculated by integrating 
equation (9) twice with respect to y and numerically solving the 
resultant expression using a method of successive approximations 
[5], The boundary conditions employed were the back surface 
temperature and, either the front surface temperature, total heat 
flux or conductive flux, at the front surface. All these conditions 
could be determined from the thermocouple measurements in the 
test. 
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lenient Solutions for Steady and 
s 

Steady-state and transient ignition problems are solved by the finite element method. 
Discretized equations for the reactive heat equation are set down using Galerkin's meth­
od. The steady-state discretized equations are solved by an incremental Newton-Raph-
son procedure using the Frank-Kamenetskii parameter as the incremented or "loading" 
variable. Critical values of the Frank-Kamenetskii parameter are given for both common 
and unusual shapes using isoparametric finite elements to describe the geometrical fea­
tures of the bodies. The transient ignition problem is solved by using the finite element 
spatial description together with a midinterval time differencing scheme. 

1 Introduct ion 

The transient-heat-conduction equation for a reactive solid 
obeying zero order kinetics is 

pc~ = kViT+ pQze'E,RT, (1) 

where T is the absolute temperature measured in degrees Kelvin. 
The constants occurring in equation (1) are: 

= density, heat capacity, and thermal conductivity, re­
spectively, 

= heat of decomposition of the solid (J /kg), 
= frequency factor (see"1), 
= Arrhenius activation energy (J/mole), and 
= universal gas constant (J/mol - deg K). 

c, k 

This paper presents the calculation of approximate solutions to 
equation (1) for two and three-dimensional situations by means of 
the finite-element method. 

The steady-state problem 

( —— = 0 in equation (1)) 
at 

has been investigated for the three simple cases—the infinite 
slab, the infinite circular cylinder, and the sphere—in which tem­
perature is a function of one coordinate only and where the 
boundary conditions are of Dirichlet type, in particular, a fixed 
value of the boundary temperature Ta. It has been shown that 
the existence of steady-state solutions for these situations de­
pends wholly on a single dimensionless parameter <S, the Frank-
Kamenetskii parameter, given by 

Contributed by the Heat Transfer Division for publication in the 
JOURNAL OF HEAT TRANSFER. Manuscript received by the Heat Trans­
fer Division, July 16,1973. Paper No. 74-HT-K, 

•> QzE 
To— ; 

ex.p(-E/RTa (2) 

where r is the radius of the sphere and cylinder or the slab half-
width.1 The Frank-Kamenetskii approximation leads to a much 
simpler equation for steady-state situations 

v V + 5e" = 0 (3) 

with the boundary condition, <p = 0. The behavior of solutions to 
equation (3) is such that there exists a critical value of <5, called 
Sent, above which no solutions of equation (3) should be expected, 
and below which (5 < Sent) multiplicity of solutions can occur. 
This nonuniqueness property of solutions to equation (3) is dis­
cussed in reference [2].1 Analytical solutions previously have been 
obtained for the infinite slab3 (<5Crit = 0.878) and the infinite cir­
cular cylinder4 (5Crit = 2, exactly). 

For bonafide two- and three-dimensional steady-state situa­
tions equation (3) is a nonlinear partial differential equation and 
no general analytical solutions are known. In spite of this, ap­
proximate methods have been devised that lead to estimates of 
the critical value of the Frank-Kamenetskii parameter.5 '6 The 
method of reference [5] which builds on the Semenov approxima­
tion (a spatially uniform temperature field in the body exceeding 
the ambient temperature Ta with heat transfer occurring only at 
the boundary) leads to good bounds on the critical value but is 
restricted to bodies with a center of symmetry. In addition the 
methods of both references [5 and 6] require the body to be con­
vex, and it is not clear how these approximate methods can be 
altered for improved accuracy. The finite element method de­
scribed here does not possess these topological limitations, does 
allow for improved accuracy, and can accommodate quite general 
boundary conditions as well. 

1 Numbers in brackets designate References at end of paper. 
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NO 
SOLUTION 

Fig. 1 Schematic of incremental Newton-Raphson procedure for deter­
mination Of <5Crit 

In Section 2 of this paper, the discretized finite-element equa­
tions for equation (1) and for the criticality problem described by 
equation (3) are derived using the Galerkin's method. The result­
ing set of nonlinear discretized equations for the Criticality prob­
lem is solved in Section 2 by an incremental Newton-Raphson 
procedure where the incremented variable is S itself. In Section 
3, the critical value of 5 is computed for both common and un­
usual two- and three-dimensional solids using isoparametric finite 
elements, and comparisons are made with known or previously 
computed results. The multiplicity of solutions to equation (3)2 is 
demonstrated for the case of an infinitely long cylinder of ellipti­
cal cross section, and an example calculation involving a finite 
surface heat-transfer coefficient is given. 

In Section 4 we treat the more difficult time-dependent prob­
lem of equation (1). Here we are mainly interested in the situa­
tion of a reactive solid initially at room temperature and im­
mersed in a constant temperature bath, where the bath tempera­
ture Ta yields 5 given by equation (2) greater than SCIH for a body 
of the given size, shape, and thermo-kinetic properties. Under 
these conditions an equilibrium thermal state cannot be attained 
and spontaneous ignition will occur after a certain time interval 
called the induction time.7 The discretized equations for equation 
(1) are employed together with an unconditionally stable time 
differencing scheme in Section 4 to predict induction times for 
reactive solids. The stability feature allows us to use a time-step 
adjustment method which, in turn, is very successful in following 
the thermal behavior of a reactive solid right up to its ignition 
time (or equilibration) with only modest demands on computing 
time. Again using isoparametric elements, two examples are given 
in Section 4 where the induction times are computed for a reac­
tive sphere and for a composite geometry involving both a reac­
tive and an inert solid. 

2 The Finite Element Method 
A Equations of the Discrete Model. The finite-element 

method is now well known and accounts of the method are avail­
able.8 Briefly, we suppose that the region of interest Q is divided 
into a finite number of subregions—called finite elements (as 
shown, for example, in Fig. 4 of this paper). The subdivided re­
gion will not, in general, correspond to the region fl because of 
disparities along the boundary; however, isoparametric elements 
allow an accurate description of curvilinear boundaries. At the in­
terconnections (either along edges or at joints) of the assemblage 
of elements, nodal-point values of the dependent variables of the 
problem are defined (e.g., tp in equation (3)). Once nodal point 
values of ip are defined, the variation of <p is completely defined 
within an element by the shape functions 

N,(x,y), i= 1,2.... L, 
L 

cp(x,y)= S i V f U . y ) ^ , , 
(4) 

2001 12-000] 5-065 
3-323(3-322] 6-766 

Fig. 2 Critical numbers for common shapes (exact results or previously 
published approximations in parenthesis) 

15-38 
5-263 
2-767 
0- 675 
2- 157 
2- 024 

Fig. 3 Table of critical numbers for cylinders of finite length 

where L is the number of element nodal points. For the problems 
treated in this paper the shape functions are chosen to preserve 
continuity of ip across the interface between two elements. Popu­
lar choices of these compatible shape functions for two-dimen­
sional field problems of engineering and physics are the linear 
shape functions for the three-noded triangle and the shape func­
tions for the linear, quadratic, and cubic isoparametric quadrila­
terals. The isoparametric elements can be deformed into curvilin­
ear quadrilaterals by using the shape functions themselves to ef­
fect the coordinate transformations. See reference [8] for details. 

Once elemental shape functions are taken, all that remains is 
the determination of the nodal values of <p that satisfy the field 
equations and boundary conditions of the problem. To make mat­
ters explicit, we consider a slightly more general equation than 
equation (1), 

_3_ (kdcp) _d_(kd<p] 
ox dx ay by 

+ 5Q{<p) - c ^ - = Oin n (5) 
01 

with the boundary conditions 

cp -<pa= 0 on r t (6) 

(7) 

The field equation, equation (5), includes, as special cases, both 
equations (1) and (3) and we have, in addition, allowed for the 
situation in which the heat capacity and thermal conductivity 
depend on <p. The boundary condition, equation (6), corresponds 
to that of a specified temperature, whereas equation (7) typifies 
Newton cooling with surface heat transfer coefficient A; 

&n 

denotes the normal derivative to r . 
To obtain the discretized equations on the element level we use 

the Galerkin method and weight the residuals of equations (5) 
and (7) with the shape functions Nt(x, y), i = 1, . . L given in 
equation (4). Assuming that the right-hand sides of equations (5) 
and (7) are not zero, we let Rahe the residual of equation (5) in 
fi, and fl.r be the residual of equation (7) on Ta (boundary condi­
tion, equation (6), involves zero residual), and set to zero the sum 
of the weighted residuals 

J N fta da + J N{RTds = 0, i = 1,2. . .£, (8) 
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where the integrals in equation (8) are taken over each element of 
fi. 

Inserting equations (5) and (7) as residuals into equation (8) 
then gives contributions to nodal point residuals, 

- / N,{k I 2 •+ X(<p - 9a)}ds = R„i = 1,2. . . L . (9) 

Using Green's theorem on the first two terms of the first integral 
and multiplying through by — 1 then yields 

/ {k[»N< ^ 
dX 8.V 

a t t | - » « ^ , » } « 

- / kN, ?&ds +f Ns{k^ + \(<p - cpa)} ds=Ri, (10) 

i - 1,2. ..L. 

Finally, the shape function representation for ip itself, equation 
(4), is substituted into equation (10) with the understanding that 
the nodal-point values <pi now depend on time <pt = <pt (t). Can­
celling like-surface integrals over T^ then gives 

\dQ, 

L 

-bj NtQ(cp)dSl + / cNiTsNjVjlOdQ, 

(11) 

(12) 

+ / 8 A 2 V , [ E t f ^ , ( 0 - <?Jtfs = R„i = 1,2. . £ , 
r2

 J-

which we write in formal matrix notation as 

{HYWY + [cfivY - 6{FY = {RY :•• . 

In equation (12) Ip) and [</>} are the element nodal point <p vector 
and its time derivative, [H]e and [C]e are matrices whose compo­
nents are , 

and 

= / cNiNjdQ , 

and (Fje is a vector with components 

ft
e = J N{ QdQ + j AiVj cpads 

(14) 

(15) 

The second integrals in equations (13) and (15) contribute only if 
the element has an external boundary on which equation (7) is 
specified. 

The process of obtaining nodal values of <p described in the 
foregoing applies on the element level. The elemental equations 
are then assembled to give the nonlinear set of equations for the 
iV/-dimensional nodal-point vector \<p\ 

w h e r e 

\H]{<p} + [ C ] { ^ } - 6 { F } = { 0 } , 

^ » = £ ^ / C i i = S c i / . F i = £ / Y 

.(16) 

and summation is taken over the elements. In the assembled set 
of equations the residual vector {R\ is annihilated. The set of 
equations, equation (16) is highly nonlinear with [H], [C], and \F] 
depending on \<p}. However, for the steady-state criticality prob­
lem described by equation (3), the matrix [H] in equation (16) 
depends on the shape functions alone and the second term is 
dropped, resulting in the equation 
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[H]{<p}-6{F} = {0} ( H ) 

with the nonlinearity confined to \F) whose elemental components 
now take the form 

ft =SNte'dSl . (18) 

The remainder of this section is concerned with solving the finite-
element criticality equations, equation (17). 

B Solving the Discretized Criticality Equations. Several 
methods are available to solve a nonlinear set of equations such 
as equation (17) and we have adopted an incremental Newton-
Raphson procedure, beginning with the solution \<p] = (0) for d = 
0; this method also provides a value of 6cru. In the Newton-Raph-
son procedure one again defines a residual vector \4/\ 

{*(<?„ cp2, . . <pM)} = [H] M - 6{F(g>i, . . <p„)} (19) 

for the M unknown values of ip. Given a value of d, and a starting 
value \tp\°, succeeding, estimates of the solution, vector for the 
given 6 are computed from the algorithms, 

• d(p 
] {Acp} = - { * } " , \cpYA = W " + Ucp} , (20) 

where 

'i*_i 
• » ? » • 

is a matrix with components 

d<pj 
HSj - 5 S / . N^je'dto. (21) 

In equation (21) fly are the components of [fl] in equation (17), 
and the summation again occurs over the elements making up fl. 
It is apparent that the matrix 

l d c p \ • •. 

can be assembled element-wise just as [H] was, and, furthermore, 
that the matrix is symmetric. This symmetry of , . . , - , 

dCP " . . . 
is not present if [H] depends on|<pj. It is also apparent that 

% n 

must be reassembled at each interation since it depends on \<p\. 
The strongest case for use of the Newton-Raphson method to 

solve systems of nonlinear equations is its high rate of conver­
gence, if convergence does indeed occur, and the fact that power-
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Fig. 4 Finite element mesh for ell ipse and plot of <pQ versus 5 showing 
both solution branches 
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ful theorems exist concerning conditions for convergence and rate 
of convergence. These theorems for convergence of Newton's 
method, as applied to operator equations in Banach spaces, are 
due to Kantorovic and are discussed in reference [9] with a view 
toward the computational theory of nonlinear equations. In fact, 
a very high rate of convergence was observed in the Newton-
Raphson procedure for solving equation (17)—usually three it­
erations, or at most five, would give residuals of less than 10 - 9 for 
all of the problems tested in Section 3. 

The incremental Newton-Raphson process was carried out in 
the following fashion. Beginning with a set_ value of 8 and the ini­
tial vector \(p) = {0\ an attempt was made to solve equation (17) 
using the algorithm of equations (19) and (20). If convergence oc­
curred, 8 was incremented and the procedure repeated using as 
the initial [<p\ the solution vector of the preceeding increment. If 
convergence did not occur, 8 was taken at its half-increment 
value and this process was continued until convergence occurred. 
Where the change in d required to produce convergence was less 
than 10 - 3 , the incremental process was terminated and the previ­
ous 8 was taken to be the critical value. This incremental New­
ton-Raphson process is shown schematically in Fig. 1. Usually 10 
increments served to determine 5Crit. 

In Section 1 we indicated the existence of several solution vec­
tors M for every value less than the critical value. As in the fore­
going, the second solution branch can be determined by the incre­
mental Newton-Raphson procedure, but here there is a difficulty 

' in finding a suitable initial vector \<p}° to guarantee that the 
Newton-Raphson method will converge to a solution on the upper 
branch. The procedure used with success was to guess a trial vec­
tor {<p)° for the region; 5° was then computed using 

o WWW0', (22) 

which follows directly from equation (17). In equation (22) \F\T 

denotes the transpose of the vector {F\. The Newton-Raphson 
method was carried out using these values of 5° and \tp\° to obtain 
a starting solution on the upper branch, and the incremental pro­
cedure was then carried out as described for the lower branch. 

In all cases the critical value of the Frank-Kamenetskii param­
eter obtained from above or below agreed within 10 - 3 . 

3 Critical Parameters for Common Shapes 
Descr ibed by Isoparametr ic Elements 
. The processes of numerical analysis described in Section 2 
have been incorporated into a two-dimensional finite-element 
analysis program. The program uses linear (4 nodes), quadratic (8 
nodes), or cubic (12 nodes) isoparametric elements to describe the 
various regions and their curvilinear boundaries, and the integra­
tions in equations (13), (14), (15), and (21) are carried out numer­
ically as described in reference [8] using four and nine Gauss inte­
gration points for the linear and quadratic elements, respectively. 
Not more than 20 quadratic elements with a total of between 40 
and 80 nodal points were used for most problems. This required 
about five minutes of computation time on an ICL 1905-E com­
puter for the determination of one solution branch and the criti­
cal value of the Frank-Kamenetskii parameter. Symmetry condi­
tions were used whenever possible. 

The first test was to check a numerically computed solution 
against a known solution. For this test we chose the reactive slab 
of unit semi-width whose analytical solution is known (references 
[1 and 3]) and whose critical value of the Frank-Kamenetskii pa­
rameter is 0.878. A crude approximation, using only three nodal 
points across the half-width, was used with the outside mesh 
point values of <p set to zero, corresponding to the Frank-Kamen­
etskii boundary condition. Table 1 illustrates the results obtained 
using, as a description of the region, two linear elements, one par­
abolic element, or a three-point finite-difference approximation. 
(For this problem the use of linear or quadratic finite elements is 
equivalent to assumption of a linear or quadratic variation of ^ 
within the element.) Again, for the finite-difference approxima­
tion, the resulting nonlinear equations were solved by the incre-

Table 1 Comparison of finite element and finite 
difference numerical solutions with the analyti­
cal solution for the slab reactive heat equation 

I " i 

M
c c—i FINITE DIFFERENCE 

TWO UNEAR FINITE ELEMENTS 

J - & ONE QUADRATIC ELEMENT 
„ „ , „ , ANALYTICAL FINITE LINEAR FINITE PARABOLIC 
VALUt Vt- 5 S 0 L N (COWERI DIFFERENCE ELEMENT FINITE ELEMENT 

0-500 0-3290 0-3348 0-3230 0-3287 
0 800 07465 0-B051 0 6944 0-7407 
0-878 1-188 NO SOLN 0-6996 1 0 7 5 

CRITICAL 0-678 0 8 4 8 0 9 2 4 0 8 8 5 

mental Newton-Raphson procedure. The accuracy of the single 
quadratic element in predicting both the center value of <p, given 
8, and the critical parameter was very reassuring and prompted 
the use of the quadratic isoparametric element in all of the criti-
cality calculations presented in this section. This accuracy can be 
explained somewhat if one recalls that the slab-heat equation 
with constant internal heat generation has as its solution a qua­
dratic function. 

Fig. 2 illustrates the results of the calculation of the Frank-
Kamenetskii critical parameter for some common geometric 
shapes—both plane and axisymmetric. Only quadratic isopara-
metrics were used (the mid-side nodes of the elements making up 
the five shapes of Fig. 2 are not shown). Our results are in excel­
lent agreement with analytical, or previously computed, values of 
the critical parameter. For instance, the critical values for the in­
finite circular cylinder and the sphere are 2 (exactly) and 3.322, 
respectively, and the published value for the infinite square rod is 
1.70.5 For the last three shapes of Fig. 2 the reader should realize 
that approximation involves both inexact variations of to within 
each element as well as an approximation of the shape of the 
boundary; the first two shapes involve no boundary approxima­
tion. 

Fig. 3 lists the critical parameter for finite-length circular cyl­
inders of unit radius and various L/R ratios, where 2.L is the 
length of the cylinder. As can be seen in the table accompanying 
Fig. 3, the critical value of the finite-length cylinder with L/R 
equal to 4 is very close (within about one percent) to that of the 
infinite cylinder. This result contradicts a corresponding result in 
reference [5] which claims a six percent end correction for a cylin­
drical reactant mass with L/R equal to 4. On the other hand, for 
relatively thin circular disks the critical parameter is determined 
mainly by heat conduction axially. Fig. 3 gives a critical parame­
ter of 15.38 for L/R equal to %. If this value is normalized to n 
unit half-thickness by dividing by 16 (see equation (2)), then the 
critical parameter is 0.961—still 10 percent greater than the criti­
cal parameter of the infinite slab of unit half-thickness. The re­
sult for the equicylinder (L/R = 1) agrees with the value 2.76 
given in reference [5]. 

To demonstrate the versatility of the finite-element method, a 
criticality calculation was also carried out on the equicylinder 
with finite-surface heat-transfer coefficient. For this case, the 
boundary condition is that of equation (7) over the whole of I". In 
terms of <p, the boundary condition becomes 

dw 
—- + riw = 0 on T , 
Sn 

where TJ is the ratio of the surface heat-transfer coefficient and the 
thermal conductivity of the reactant mass. The critical values of 
8 for the equicylinder were found to be 0.081, 0.675, nnd 2.143 for 
IJ equal to Vio, 1, and 10, respectively. 

Fig. 4 illustrates a finite-element mesh for one qundrnnt of nn 
infinitely long rod of a reactant mass, the cross section of the rod 
being elliptical with minor and major axes of lengths one and 
two, respectively. In this figure can also be seen the plot of the 
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LOWER SOLUTION 

Fig. 5 
= 0.75 

UPPER SOLUTION 

Contour lines of tp for lower and upper solutions for an ellipse, 5 

centeT value of <p versus 5 up to the critical value 1.234, obtained 
from the incremental Newton-Raphson procedure. The upper 
branch of center <p versus S is also shown in Fig. 4. This branch 
was obtained by using as an initial vector, \<p}a, a set of nodal 
point values interpolated parabolically along the radius from the 
center through the point using a center value of 4, a zero center 
slope, and a zero value on the outer boundary of the ellipse. The 
initial <5 computed from equation (22) was 0.314. For these trial 
values the Newton-Raphson process converged to the uppermost 
point shown in the upper solution branch. The complete upper 
solution branch was then generated, as for the lower branch, by 
the incremental Newton-Raphson procedure. Fig. 5 illustrates 
contour lines for <p for the two solutions when 5 equals 0.75. 

The last example in this section concerns a configuration that 
does not possess a center lying inside of the body of reactive ma­
terial. Consequently, this configuration is not amenable to many 
approximate methods for determination of its critical parameter 
such as those described in references [5, 6]. The finite-element 
method is not restricted by such topological considerations. Fig. 6 
illustrates a finite-element mesh for such a configuration—a 
doughnut of unit radius with inner radius R. Using the incremen­
tal Newton-Raphson procedure, the critical value of the Frank-
Kamenetskii parameter was computed to be 1.843, 1.978, and 
1.993 for R equal to 0, 1, and 2 units, respectively. Solutions for 
all positive R are bounded above by 2, the critical value for the 
infinitely long circular cylinder of unit radius. 

4 Trans ient Solut ions for Spontaneous Igni t ion 

A Solution Method. In this section we are concerned with so­
lutions of the transient reactive heat equation (1). The discretized 
equations for equation (1) have been derived previously in Sec­
tion 2, equation (16), 

Wirt + [c]{^> -6M={o}, 

where the dot indicates time derivative. In addition initial condi­
tions 

W = Mo. (23) 

must be specified at t = 0 for a well-posed problem. The elemen­
tal components of (F), in the absence of the Frank-Kamenetskii 
approximation, are 

R 

0 
10 

BCRIT 
1-843 

1-978 

Fig. 6 Geometry and finite element mesh for the doughnut of unit radi­
us 

ff = df N,e'k/RvdQ + J XNt<pads, (24) 

where, now 5 = pQz, <p is the absolute temperature itself, and <pa 

is the ambient temperature to which the reactant. mass is 
subjected. 

To solve the transient equation equation (16) we proceed by 
discretizing time pointwise, i.e., we consider a sequence of points 
in time to = 0, ti, fa .. . . tn, • . . • At a time tn, say, we can write a 
midmterval approximate for the'vector \<p], 

y\ n+l /2 — 
.{<?Li -M~„. 

At, 

where At = tn+i - tn- If we evaluate the remaining terms in 
equation (16) at the mid-interval (for instance, Mn+1/2 = '1k(\<p\n 
+ i^W+i) etc.,) we obtain the equation 

i/2[H]({cp\nti + {cp}„) + [^}{{cp}ntl - M „ ; 
At 

•f(WB-+H-i)=-W (25) 

We now make the further assumption that the conductivity and 
heat-capacity matrices [H] and [C] do not vary greatly with <p so 
that they can be regarded as constant with respect to the change 
in ip occurring in the time interval At. Equation (25) can then be 
rearranged, putting the components of i^U+i on one side, to give 

( M + ±lc]){<p}ntl-5{FU= ' . , ' 

- ( [ * ] - ^ [ C ] ) { ? } „ + 6 { * " } n (26) 

where the right-hand side is known since \<p]n is known at tn- The 
nonlinear equation (26) is not unlike the discretized criticality 
equation (17). 

Equation (26) provides the algorithm for advancing in time 
from the initial {<p|o in solving the transient equations (16). In 
contrast to explicit methods of solving equation (16) this algo­
rithm is unconditionally stable for linear problems and corre­
sponds to the Crank-Nicolson method10 of time stepping for fi­
nite-difference equations. This stability feature is very important 
for the spontaneous-ignition problem, as will be shown later, since 
it allows the use of arbitrary size time steps At-large time steps 
being used in the induction period when the heat generated by 
reaction is trivial, and very small time steps being used to follow 
the temperature field of the reactive solid at times close to spon­
taneous ignition. In addition, the truncation error associated with 
the Crank-Nicolson procedure is on the order of (At)2 contrasted 
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IOr 6„it 

2 4 10 20 40 

Fig. 7 Reactive sphere—induct ion t ime versus Frank-Kamenetski i pa­
rameter 

with (At) for the usual explicit time-differencing method. 
At each time step, then, the nonlinear set of equations, equa­

tion (26) must be solved. Again we found that the Newton-Raph-
son method, in spite of the greater amount of computation for 
each iteration, was more efficient for solving equation (26) than 
the method of successive approximations. The Newton-Raphson 
procedure for solving equation (26) is little different than that for 
handling equation (17) discussed previously—the only difference 
being a constant vector (the right-hand side) that must be in­
cluded in the calculation of residuals, and in the form of \F] (see 
equation (24)). 

An automatic time-step-adjustment feature was incorporated 
into the transient program for studying spontaneous ignition. Two 
parameters, Aipmax and Acpmin, were read into the program. Over 
any time interval of length At, equation (26) was solved using the 
right-hand side determined by j<p|; for problems where [H] 
and [C] depended on {<p\, these matrices were likewise evaluated. 
The norm of the difference ({ip\n+i - \tp\n) was then computed 
excluding those points of T where \<p\ was specified. If the norm 
was less than A<pmin, At was doubled before going on to the next 
time step, whereas if the norm was greater then A«jmax, At was 
halved and the calculation for that time step repeated (this pro­
cedure was repeated until the norm was acceptable). Finally, if 
the norm lay between the two limits the calculation was ad­
vanced directly to the next time step. Over the spectrum of tran­
sient problems solved' by this method, At varied over enormous 
ranges of values—from 10 - 4 sec, near spontaneous ignition, up to 
104 sec, for slowly varying <p whenever an equilibrium situation 
was approached. This in itself is an indication of the saving in 
computer time compared with constant time-increment methods. 

Fig. 8 Temperature profiles for ignition (5 = 16) and nonignition (<5 = 
2) transient behavior of a reactive sphere 

Fig. 9 Composite test problem showing finite element mesh and bound­
ary condit ions 

yC \ V \ \ AMBIENT 
/ ^ \ \ \ \ \ AIR 333°K 

/ L \ V \s- r- \ 

VNUCLEUS-OF IGNITION 

Fig. 10 Temperature profiles at ignition for inert—explosive composite 

JB Results. The calculational procedure described in the fore­
going was tested on the problem of a reactive sphere of unit cm 
radius, initially at room temperature, and subjected to an ambi­
ent temperature <pa equal to 500 deg K. Again, this is a one-di­
mensional problem but is treated here as a two-dimensional axi-
symmetric problem using the seven quadratic isoparametric ele­
ments shown in Fig. 7. A constant thermal conductivity of 0.2 
W/cm - CK and a unit heat capacity were assumed for the reac­
tive solid, and the kinetic properties occurring in equation (1) 
were selected so that E/Etpa was 20. The heat of decomposition 
was then chosen to give values of the Frank-Kamenetskii param­
eter <5 (equation (2)) equal to 2, 4, 8," 16, and 40, respectively, the 
first value being less than, and the succeeding values greater 
than, the critical value of the unit sphere 3.32. 

The results of these calculations were as expected with sponta­
neous ignition of the sphere occurring for all but the case where 5 
= 2. Fig. 7 illustrates (roughly) the relationship in the induction 
time calculated as a function of 5—this relationship bearing close 
resemblence to that obtained by Zinn and Mader.7 As also ob­
served in references [7 and 11], our results showed the nucleus of 
ignition moving away from the center of the sphere toward the 
outer surface as 5 became larger. Fig. 8 illustrates profiles of tem­
perature through the sphere for various times up to equilibration 
for the case 6 = 16. Also indicated on the temperature profile is 
the value of At being used by the computer program at that time. 
Each one of these problems ran in less than 10 min on the ICL-
1905E computer using a starting value of At equal to 0.01 sec and 
using limits on the norm of the change in <p over any time interval 
between 5 and 25 deg K. 

The last problem provided a test of the calculational method to 
handle a reactive solid of complex and composite geometry to­
gether with realistic boundary conditions. In Fig. 9 a schematic of 
the problem is shown; a cylinder of a reactive solid is contained 
within a circular cylindrical shell of inert material. We will as­
sume that the length-to-diameter ratio of the cylinder is greater 
than 4, whereupon the heat flow is almost entirely within the 
plane of the cross section of the cylinder. The inner radius of the 
inert cylinder.is 3m. No heat flows across the inner surface of the 
reactive solid and the surface-heat transfer coefficient of the inert 
material to the ambient air is 1.0 W/deg K — mz . The composite 
is initially at room temperature and then immersed in ambient 
air whose temperature is 60 deg C (333 deg K). The thermal con­
ductivity of the reactive mass was taken to be 1.0 W/deg K - m, 
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and that of the inert material to be ten times greater. Both mate­
rials have a heat capacity per unit volume of 2.0 x 106 J jdeg K -
mJ • The kinetic properties of the reactive material are: 

EjR = lO,OOOdegK 
pQ< = 1.0 X lO14W jmJ. 

Fig. 9 shows the finite-element mesh for a 30-deg sector of the 
cross section, made up of quadratic isoparametric elements. 
Using this finite-element mesh and the procedures for solving the 
criticality equations discussed in Section 2, the critical value of {) 
was computed and found to be 1.95 (based on a 1-m radius of the 
reactive material). Then using the thermal and kinetic properties 
of the reactive material, the Frank-Kamenetskii parameter {) 
(equation (2)) was computed to he 7.5\), hence spontaneous igni­
tion of the composite will occur. 

A transient solution to the problem was then carried out using 
room temperature initial conditions and limits on the change in 
ahsolute temperature over a time increment of 2 and 10 deg K. 
Spontaneous ignition occurred after 2.1 x 103 hr along the inner 
surface of reactive material. Fig. 10 illustrates temperature pro-

404 / AUGUST 1974 

tiles through the cross section at the time of ignition where the 
nucleus of ignition can also be seen. 
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ERRATA 

An errata un S. A. Anderson, L. A. Hale, H. H. Hunt, and P. E. Pulley, "A Technique for Determining the Transient Heat Flux at a 
Solid Interface Using the Measured Transient Interfacial Temperature," published in the November, 1973, issue of the JOURNAL OF 
HEAT TRANSFER, pp. 492-491. 

Equation (5), p. 49:1 should read 

t " 1](1) -== X (0)' O(t) + J {- ~2 5 - (t -'- Tt3/2}O(T)' dT; 
o t.V7iQ!s 

Equation (6), p. 493 should read 

q(t) = J".~{O(t) +!.. / O(t) - O(T) d-t. 
""J";a, Tt 2 0 (t - T)1f2 I, 

Equation (13), p. 494 should read 

() "s ( tl12 8 3/2 + 16 5 /5/2 qj t = 1_ 25<1.1)' + -350.3)t r; (1.3) 
\ II Ci. S V 

16 i~ 
-+- 5 ~~ [5(i,3) - 5(i_l.3)][t - Ill), I jo1 ~ I ~ Ii' tl = 0, 

j=1,2, ...• =n-1. 
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anons 
This investigation presents the results of numerically modeling the combustion processes 
with a combustor. This furnace model consists of a rectangular chamber with rear and 
forward facing steps. The fuel and oxidizer are injected from two separate inlets. The 
swirl produced by the oxidizer inlet vanes in the actual physical situation is also mod­
eled. The governing elliptical equations are solved numerically using a modified Gauss-
Siedel procedure. Upwind differences are employed in the nonlinear convective terms to 
insure stability for all the Reynolds numbers considered. A parametric study to show the 
influence of the inlet conditions on the interior recirculation flow was performed.. The 
burning of methane was studied within the model combustor with particular attention 
focused on the formation of nitrogen oxide and carbon monoxide. Stream lines, tempera­
ture, and concentration profiles are obtained within, the combustor. The effect of inlet 
conditions on center-line profiles is discussed. 

Introduction 

In continuous combustion devices, it is becoming increasingly 
important to have a.knowledge of the velocity, temperature, and 

. concentration distributions along with the degree of advancement 
of the reactions within the combustor. At the present time, most 
numerical studies dealing with combustors have employed stirred 
reactor techniques to consider combustor efficiency, mixedness, 
etc., and the influence of volume parameters on pollutant emis­
sions. Recently Spalding [l]2 and his, colleagues. have developed 
numerical models for predicting velocity and temperature fields 
within combustors utilizing step reactions and they have applied 
these to a variety of flows. Subsequently, a number of studies 
using his technique with one step reactions (reactants to.prod­
ucts), have been performed wherein the composition of the prod­
ucts is based upon equilibrium chemistry. A.review of the .various 
modeling techniques is summarized in reference [2]. However, in 
many applications the finite rate chemistry is important. 

In this paper a numerical modeling approach is described 
which differs in a number of aspects from Spalding's method and 
.in addition includes finite rate chemistry..The velocitys tempera- • 
tare and concentration distributions along with the degree of ad­
vancement of the reactions: within the combustor may be ob-. 
t a i n e d . • , . • . - . • ; . ;•.""•:•"•"• J 

1 Presently Staff Engineer, Linde Division, Union Carbide Corp., Tona-
wanda, N.Y. 

2 Numbers in brackets designate'References at end of paper. 
Contributed by the Heat Transfer Division for publication in the'JOUR-

NAL OF HEAT TRANSFER. Manuscript,received by the Heat Transfer 
Division, October 24,1973. Paper No. 74-HT-NN. 

The model is applied to a combustor described as a rectangular 
chamber with rear and forward facing steps. The hydrocarbon 
fuel and the oxidant are injected at separated inlets with'assigned 
values of vorticity. Subsequently, these chemically reacting jets 
interacts in this confined region. 

While the problem of mixing of reacting jets in an unconfined 
region has been studied quite extensively, the corresponding flow 
in a confined region has not: The goal of the present modeling 
studies has been to obtain predictions of pollutant concentrations 
within a two-dimensional combustor and begin investigations of 
the influence of inlet conditions upon,these:profiles„ , . 

Governing Equations 
- T h e system of conservation equations governing this nonequi-
librium flow is simplified through the use of the Shvab-Zeldovich 
. approximations [3]. In addition, it is convenient to introduce the 
stream function * and the vorticity 0 and place the equations 
into a nondimensional form: The resulting system of four nonlin­
ear partial differential equations describe the global continuity 
equation and the conservation of species, momentum and energy. 
Thesemay be written in vector form as 

div (grad:.*) = . - f t - (1) 

V- grad ft = (Re)"1 div (grad ft) (2) 

V • grad T* + ' „ = (RePr ) " 1 div (grad T*) (3) 
pLpV0l0 

V- grad Y, + ^ - = (ReSc) - 1 div (grad Y{) (4) 

Here.Yj is the mass fraction of species i, T* is the dimensionless 
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temperature, w; is the rate of production of species i, hi is the en­
thalpy of species i and Re, Sc, and Pr are, respectively, the Reyn­
olds, Schmidt, and Prandtl numbers assumed to be constant. 
Then the only required transport property is the effective viscosi­
ty. The simple expression of Spalding [1] is used in the present 
work: 

= CD2,3L-inp2/3(mfVf
2 

+ wv 

The boundary conditions employed will consider the stream 
function * to be known along any wall and the boundary surfaces 
adiabatic and noncatalytic. The vorticity may then be obtained 
using equation (1). Coupled to these equations are the kinetics for 
the oxidation of a hydrocarbon and nitric oxide formation. The 
specific rate constants are all expressed as functions of tempera­
ture in the form 

fef = A,T"1 exp \-EjRT) ' (5) 

where the parameters At, m, and Et are obtained from empirical 
data. For the generalized chemical reaction 

If N 

T,vhk'Mi s S ^ J f , 
1=1 i=l 

the rate of production of a given species is given by 

r, = wEK»" - vtl>')kf{ n ttYtpVw,)*'" 

—±r n ( ( F ; P ) / W / " } 
K, 

(6) 

where k = 1 . . . M (reactions) and 1 — 1...N (species). 
The complete kinetic model is a composite of two separate 

models for the basic reaction systems involved. These kinetic 
submodels are: (a) the C-H-0 system which controls the energy 
release and the concentrations of carbon monoxide and unburnt 
hydrocarbons; and (b) the N-0 system which controls the nitric 
oxide concentrations. A discussion of this approach is given in 
Scaccia[4]. 

For most practical fuels, the detailed kinetic mechanisms for 
the C-H-0 reaction system are not available or in those simpler 
cases where the mechanisms are known, the rate constants are 
not. Therefore, there have been many attempts to model the hy­
drocarbon process with a quasi-global mechanism [5, 6, 7]. Such a 
mechanism can be utilized to study the coupling between nitric 
oxide kinetics and the combustion process without using the 
fuel's detailed reaction mechanisms for which either the mecha­
nism themselves or their rates are often unknown. 

One such approach takes the hydrocarbon reaction to be of the 
form 

CnHm + (l/2w + l/iajO,. = (w)CO 

+ 1/Za^O + ( l / 2 ) ( m - a 1 ) H 2 (7) 

Here reaction rate and the stoichiometric coefficient Oj are empir­
ically fitted so that this step represents the rate of fuel consump­
tion and the temperature rise. Edelman, et al. [7] has used a fi­
nite rate for this reaction (equation (7)) and found good agree­
ment for lean mixtures at high temperatures and pressure. Other 

global models which includes additional intermediate species 
have been examined. Their inclusion showed little sensitivity [8] 
and do not appear to alter the global predictions. Hence, the addi­
tional intermediate species have not been employed in this study. 

The global model of Edelman (equation (7)) accounts for the 
partial oxidation of the hydrocarbon and the remaining kinetic 
processes are assumed to follow the CO oxidation mechanism. 
These latter mechanisms provide the kinetic link between the ni­
tric oxide and the hydrocarbon combustion reactions through 
their influence on the concentration of hydroxyl radicals and 
monatomic species. The pertinent reactions and their rate data 
are listed in Table 1. The rates of the first four reactions are so 
fast that they can be considered to be in a state of partial equi­
librium. This assumption then offers a set of algebraic equations 
which are used to reduce the number of kinetic rate equations 
that must be integrated to obtain the overall composition of the 
system. 

The literature on the kinetics of nitric oxide formation is quite 
abundant and the important reactions for NO formation in the 
temperature-pressure ranges of interests are the last three reac­
tions in Table 1. The principle reactions are the Zeldovich reac­
tions given by the first two nitric oxide reactions. Since these ni­
tric oxide mechanisms have been recently questioned in the liter­
ature [9,10,11] their validity will be discussed with the results. 

Numerica l Approach 
The governing equations were put into a finite difference ap­

proximation. For the vorticity and stream function, upwind dif­
ferencing was performed and Varga's point successive over-relax­
ation approach was employed to obtain these two variables [2]. 
However, in order to improve and speed up the convergence of the 
entire system of equations governing the reacting flow, an under-
relaxation method was utilized to obtain the temperature T and 
the mass fraction Yj. 

In evaluating the energy and species equation, the more domi­
nant source of instability is the rate of change of the mass frac­
tion at = Yi expressed by equation (6). This gives a system of 
"stiff ordinary differential equations which are very unstable. 
Explosive divergence, characterized by a rapid unbounded diver­
gence within two or three iterations is common. 

To control this behavior, the variables T and Yt may be under-
relaxed after each iteration. However this usual approach would 
increase manyfold the number of iterations required for conver­
gence. It is more appropriate to directly under-relax the source of 
divergence after each iteration i.e., Yi. From equation (17) it is 
noted that any error induced will be amplified by the terms (Yip/ 
W)"' and (Yip'/W)"" . In this paper the rate of change of the mass 
fraction is under-relaxed by replacing these terms with 

fliE.) and ( | # (22) 

Here r is the relaxation parameter, Ar is an arbitrary incremental 
change in r and n is the interaction counter. After each iteration 
the relaxation parameter returns to one and all stoichiometric 
coefficients return to their initial values. For the methane-air 
reaction, r was selected to.be 1.6 and Ar was set to 0.005. This 

Nomenclature. 

At = rate parameter (see equation (5)) 
Cp = specific heat 
D = diameter of combustor 
£i = activation energy 
hi = enthalpy of species i 

Kc = equilibrium constant 
hi = specific rate constant 
m = mass flow rate 
L = length of combustor 

Pr = Prandtl number 

Re = Reynolds number 
Sc = Schmidt number 
T = temperature 
V = velocity 
W = molecular weight 
Yi = mass fraction of species i 
at = rate parameter (see equation (5)) 
v = stoichiometric coefficient 
p = density •- . ' 
ii = stream function 

fi = vorticity 
on = rate of production species i 

Subscripts 

/ = fuel" • 
i = number of species 

k = number of reaction 
. o = reference condition 
ox = oxidizer 
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Table 1 Rate parameters for kinetic model 
kt = ATb exp (-E/RT) (cm3 /mole sec) 

React ion 

Hydrogen react ions 
OH + H 2 = H 2 0 + H 
O H + O H = O + H 2 0 
O + H 2 = H + O H 
H + O, = O + OH 
0 + H + M = OH + M 
0 + 0 + M = 0 2 + M 
H + H + M = H , + M 
H + OH + M = H 2 0 + M 

Caxbon monoxide reactions 
CO + O H = H + CO, 
CO + 0 2 = C 0 2 + O 
CO + O + M = C 0 2 + M 

Nitr ic oxide reactions 
N + N O = N 2 + O 
N + O, = NO + O 
N + O H = N O + H 

(Reverse reaction ra te , kr, is obtained from kf and the equilibrium con­
s tan t , Kc.) 

A 

2.19 X 1013 
5.75 X 10" 
1.74 X 10" 
2.24 X 10" 
1 X 1016 
9.38 X 10" 
5 X 1016 
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o
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o
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o
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 to
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choice of the relaxation factor is a trial and error procedure since 
it depends on the stiffness of the equations. The solution was as­
sumed to have converged when the set of equations were satisfied 
to an order of 10~4 and when 2i = iN Yi = 1 at various selected 
grid locations. Both requirements are satisfied during the itera­
tion procedure at the same rate of convergence so that either cri­
teria is sufficient. The computational time per iteration is re­
duced considerably when the mass fraction is calculated only at 
preselected grid locations extrapolated. The rate of change was 
calculated for 90 equally spaced grid points and the values at in­
termediate locations were linearly interpolated from the known 
values. This resulted in a reduction of the computational time per 
iteration by a factor of four. 

Using this "under-over relaxation" method, equations (1) to (4) 
and (6) were solved in the following manner. Initial values were 
assumed at each grid point. The boundary conditions and reac­
tion rates were calculated at each node. The set of equations were 
solved by successive substitution with the field scanned row by 
row and the previous values replaced by the new values as soon 
as they were obtained. After each iteration a new set of variables 
was obtained along with updating the boundary conditions and 
the reaction rates and the process repeated. In this procedure, the 
vorticity and stream function were overTrelaxed and the tempera­
ture and species mass fraction were under-relaxed as discussed 
earlier. 

D i s c u s s i o n of R e s u l t s 
It should be noted that the development and understanding of 

two-dimensional models of combustors are a necessary prelude to 
obtaining a physically realistic three-dimensional model of a com-
bustor. The work described in the foregoing is part of such an ef­
fort. 

For the present two-dimensional case, sample results have been 
obtained for our rectangular combustion chamber. The gaseous 
fuel is injected along the center line and the air is injected with a 

given vorticity at an inlet separated from the fuel. Nitric oxide is 
formed in the post flame region and is then quenched due to mix­
ing of cooler gases. 

To simulate the swirl of an actual oxidizer injector, the effect of 
inlet vorticity on the recirculation patterns was examined for a 
nonreacting flow. Some results are shown in Fig. 1 to 3. For fi = 
0, a recirculation zone is established off the entrance step and 
stretches downstream along the bottom wall with a concave cur­
vature for the dividing streamline. For S) = +5, Fig. 2, this recir­
culation zone grows in size, stretching three times as far as the 0 
= 0 case and tends to deflect the oxidant jet upward due to the 
upward tendency of this jet. Also of interest is the appearance of 
a new small recirculation zone of opposite spin inside the main 
recirculation. Increasing the magnitude of the vorticity to fi = 
+15, Fig. 3, the large recirculation cell near the wall extends four 
times as far as the fl = 0 case and moves significantly into the 
main flow region. The secondary recirculation within this zone 
also grows in magnitude. In addition, there now appears an oppo­
site spin recirculation region upstream of the forward facing step. 
Between the fuel and oxidant inlets, two recirculating flow cells 
are developed for all values of vorticity studied. The actual shape 
of this region is dependent upon magnitude of the vorticity. For 

Axial Position X/L 

Fig. 2 Constant stream line contour w = +5 

Axial Position X/L 

Fig. 1 Constant stream line contour w = 0 

Axial Position X/L 

Fig. 3 Constant stream line contour w = +1S 
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Fig. 4 Constant temperature contour, deg K 
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Fig. 6 0 2 constant mass fraction contour 
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Fig. 5 CH4 constant mass fraction contour 

large values of vorticity these cells are stretched almost one 
fourth of the combustor length. 

The combustion of methane-air was studied with the goal of 
modeling two-dimensional combustors and obtaining information 
on the parameters influencing pollutant formation. Representa­
tive results of the computations on this combustion process are 
given in Fig. 4 for adiabatic wall conditions and inlet air vorticity 
equal to five, H = 5. The fuel enters with an axial velocity of 120 
m/sec at 300 deg K and the air is injected at 30 m/sec and 300 
deg K. The overall equivalence ratio is 0.8. All calculations were 
performed at atmospheric pressure. The isotherms calculated 
(Fig. 4) are symmetrical about the axis and roughly oval in pat­
tern. The predicted maximum temperature, 1810 deg K, agrees 
well with independent flame temperature calculations. 

The distribution of the mass fractions of CH* and 0 2 is shown 
in Fig. 5 and 6. As is physically expected, initially the methane 
tends to be contained near the axis of the furnace. As the com­
bustion progresses, and the flow moves down the channel, the un-
burnt CH4 mixes with the products and spreads away from the 
axis. Near the exit of the furnace the concentration of unburnt 
CH4 is quite uniform about a mass fraction of 0.038 but does in­
crease slightly as the wall of the combustor is approached. The 
oxidant shows a reciprocal pattern being mixed toward the fur­
naces center and reacting with the methane. The oxidation of the 
methane occurs continuously from the point of initial interaction 
of the fuel/air jets. The maximum oxygen consumption occurs in 
the vicinity of the maximum temperature region and gives rise to 
a local minimum concentration of oxygen. 

The nitric oxide mass fraction profiles are seen to have a local 
maximum near the center line of the furnace downstream of the 
"flame" region (Fig. 7). This concentration level of NO decays 
very little between the location of this maximum and the exit. 
These computed results which show that once formed, NO levels 
are essentially fixed. The principle reactions used in the NO ki­
netics were those of the modified Zeldovich mechanism. Recently 
there has been discussions in the literature over the validity of 
the model. Other reaction sources for "prompt NO" have been 
proposed [8, 9, 10] while the Zeldovich mechanisms has been de­
fended as consistent if the concentration of atomic oxygen in the 
vicinity of the flame is larger than equilibrium [12, 13, 14, 15]. To 
examine the influence of atomic oxygen, parallel runs were made 
with and without the NO* reaction included. For the latter case, 
the atomic oxygen distribution resulting from the CO reaction 
mechanisms indicates a "super-equilibrium" concentration is 
present in the post flame region. This level of O is the required 
parameter to allow the Zeldovich mechanism to correctly predict 

Q Axia l P o s i t i o n X/L 

Fig. 7 NO constant mass fraction contour 

nitric oxide concentrations. The existence of these large atomic 
oxygen concentrations in the post,flame result in values of nitric 
oxide concentrations larger than that predicted by equilibrium 
chemistry. With the high O atom levels encountered in the model 
it will be necessary to include the oxidation of NO to NO2 in fut­
ure calculations. 

The concentration profiles of carbon monoxide, carbon dioxide, 
water vapor, atomic hydrogen, atomic nitrogen, and the hydroxil 
radical also have been obtained. The carbon dioxide concentra­
tions appearing in the post flame region are the same order of 
magnitude as calculated by equilibrium chemistry. The CO is 
rapidly oxidized as the flow proceeds downstream. 

The center-line profiles of the principle species are summarized 
in Fig. 8. Initially O2 increases as it mixes with the methane and 
subsequently decays to a minimum value near the maximum 
temperature region. During this'period the methane continuously 
reacts with the O2, and the temperature continuously increases. 
Downstream of this region the concentration of O2 again increase 
due to additional oxygen being brought toward the center line of 
the furnace by the two-dimensional mixing. During this period 
the temperature decays due to dilution effects. The concentration 
of free hydrogen and atomic oxygen are seen to peak, respectively, 
in the maximum temperature region and slightly downstream of 
it. Since the production of these species are favored by tempera­
ture increases, these results are consistent with equilibrium pre­
dictions and von Hoffs equation. The concentration of the hy­
droxil radical continuously increases as the reaction and flow pro­
ceeds downstream; the same is observed for water vapor. Both 
decay as one moved from the center of the furnace toward the 
wall. v 

The effects of varying the inlet vorticity of the air was found to 
yield similar results in the mass fraction contours. The principle 
affect of the inlet air vorticity being to alter the relative positions 
of the maximum temperature and the maximum (minimum) con­
centrations. At large values of inlet vorticity, the maximum tem­
perature appears to move towards the inlet jets and be somewhat 
reduced. This results in the calculated levels of NO also being 
slightly reduced. The movement of the maximum temperature 
location can be explained as due to the earlier stronger mixing of 
air and fuel. However the authors can only speculate that dilu­
tion effects cause the temperature drop. Nevertheless, it appears 
that by altering inlet conditions, the relative positions of maxima 
and minima can be altered hopefully to the benefit of reducing 
their levels. 

To evaluate how realistic these models may be, one must ulti­
mately compare their predictions with experiments. This has not 
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Fig. 8 Species distribution along center line of combustion chamber 

been done for t h e presen t case. However, an analogous calculat ion 
was performed for a model tu rb ine combus tor Wid compared with 
measu red d a t a [23]. T h e t e m p e r a t u r e and concent ra t ion dis t r ibu­
tion p a t t e r n s as well as the sequence of events agreed qui te rea­
s o n a b l y . T h e m a g n i t u d e of the concent ra t ions t ended to be high 
(10 to 25 percent) and th i s was a t t r i bu t ed to a neglect of cer ta in 
chemical react ions such as the NO2 react ions , which could, reduce 
t h e large va lues of 0 a t o m s a n d hence t h e final N O concentra­
t ions . These compar isons reinforces our belief t h a t the init ial 
work descr ibed in th i s paper is a correct beginning for the future 
deve lopment of prac t ica l combustor models . 
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Preliminary Measurements of 
Instantaneous Velocity in a 
Two-Meter Square Furnace Using a 
Laser Anemometer 
The results of an exploratory investigation of the application of laser anemometry to the 
measurement of instantaneous velocity within industrial flames is reported. A laser ane­
mometer was used to assess the viability of measurements within the 2 m-sq experimen­
tal furnace of the International Flame Research Foundation- Measurements were carried 
out, in the forward scattering real fringe mode, in a hot furnace without combustion and 
in gas, oil, and coal flames. The particle concentration was observed for each flow config­
uration and, where possible, the mean velocity value obtained from the laser anemome­
ter was compared with that from a water cooled pitot probe. On the basis of this investi­
gation, the value of laser anemometry to the improvement of furnace design is discussed. 

Introduct ion 

The type of instrumentation presently in use to measure flow 
properties in industrial furnaces is described in reference [l j .1 The 
hostile nature of the environment within a furnace together with 
the relatively ad hoc procedures used in furnace design has 
caused this instrumentation to be concerned exclusively with 
mean-flow properties and subject to uncertainties which, in gen­
eral, exceed 5 percent. Thus, although there is a considerable 
need to develop new design procedures which will increase fur­
nace efficiency and, at the same time reduce the output of pollu­
tants, the available instrumentation is unable to measure suffi­
cient flow properties with adequate precision to further the devel­
opment of these procedures and to test their accuracy. 

The present paper is concerned with the measurement of veloc­
ity and turbulence intensity in a furnace environment using a 
laser Doppler anemometer. The purpose is to assess the difficul­
ties and the likely benefits of using this technique. 

The potential benefits of laser Doppler anemomety include 
good spatial resolution, a linear relationship between instanta­
neous velocity and the measured signal, sensitivity to one velocity 
vector at a time, a lack of dependence of the measured signal on 
thermodynamic properties and no need for calibration. These ad­
vantages were demonstrated in the measurements described in 
references [1-4|. Each of the flames considered in these papers 
was, however of small physical size, unconfined and involved gas 

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the ASME-
AIChE Heat Transfer Conference. Atlanta. Ga., August 5-8. 1973. Revised 
Manuscript received bv the Heat Transfer Division October 6. 1973. Paper 
No.73-HT-34. 

velocities less than 30 m/s . In addition, these flames were located 
in a controlled laboratory environment and could readily be seed­
ed with the particles to scatter light. In contrast, the present ex­
periments were effected in a flame of dimensions approximately 2 
m long and 0.5 m in diameter. The flame was confined by the fur­
nace and the furnace-wall temperature was around 1000 deg C. 
The gas velocity exceeded 50 m/s and both swirl and recirculation 
were present. There was little possibility of seeding the flow and 
part of the present purpose was, therefore, to determine the avail­
ability of suitable particles to scatter light for the laser anemome­
ter. 

Measurements were recorded in natural gas. pulverized coal, 
and oil flames and showed that the particle concentration in the 
natural gas flame was too low and in the pulverized coal flame 
the particles were too large to allow precise measurements of ve­
locity with the available instrumentation. Positive suggestions are 
made to permit future measurements in flames of this type. In 
the oil flames sufficient particles were available and permitted 
measurements of velocity—probability--density distributions 
from which the mean and rms components of the fluctuating ve­
locity were obtained. 

Among the practical problems encountered in the investigation 
were optical alignment, laser-beam divergence, fluctuating loca­
tion of the laser beam, mechanical vibrations and measurements 
in the recirculation zone. The extent of these problems and the 
authors' present attempts to overcome these are described. 

Exper imenta l A r r a n g e m e n t s 
The Furnace. The internal dimensions of the furnace were 2 

m wide, 2 m high, and 10 m long with approximately 0.5 m thick 
walls. The burner was located at one end of the furnace and an 
exhaust duct at the other, as shown in Fig. 1. The central jet was 
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interchangeable tor different fuels and swirl of the air flow. In all 
cases t he inlet air was preheated to 300 deg C. 

Various combinations of air flow, fuel mixture, and swirl were 
investigated: the quantities shown in Table 1 refer to a total gas 
flow and rate of lOB kg/hr and air flow rate (5 percent above stoi­
chiometric) of 2282 kg/hr; the swirl number indicates the ratio of 
angular to axial momentum. For convenience, the hot air jets are 
referred to as flames 1 and II. 

Table 1 

Flume 
No. 

0 

Air 

7o'; 
i l l ( las 7 1 ' ; 
iY Gas 89'7 
V Co:,) 

vi on 
4)0 I hi-'. 

V I 1 ,9(i 1 h r . 
V I I 1 i.9o 1 In-i 

" ° By p i t c l - p r o b e . 

'•' By opt ica l .'vnertio 

Vai 

4 7 r ; 
4 7 V 

Swirl 

0 
0 

4 0 ' ; 
4 0 ' ; 

Variable 
0 

do'.:;. 
50'7 

Measured 
axial vol 

(m 7s) 

20"" 
30"" 

23t'' 

13''" 

Optica! Arrangement. Fig. 2 shows a cross section of the fur­
nace with the optical components located in their correct posi­
tions. The argon-ion laser was operated nmltimode at 488 nm 
with an output [lower of 200 mW. A combined beam splitter and 
mirror arrangement to cross the beams at selected locations be­
tween 2 to 3 m range was specially constructed for the present 
tests. The unit provided a separation between the beams of 0.2 
m. and hence an intersection half angle of about 2 cleg. The opti­
cal arrangement provided equal path lengths of the laser beam 
and prevented phase coherence interference associated with oper­
ating the laser multimode. No focussing of the laser beam was in­
corporated in the transmitting optics as calculations indicated 
that, at 2-3 m focal length, the waist diameter of the laser beam 
(1.1 mm at 1 -e2 points) would not be reduced unless the beam 
was previously expanded. This seemed unnecessary since the an­
ticipated control volume dimensions of 1 mm dia X 10 mm long 
were already small in relation to the scale of the flame. The re­
ceiving optics consisted of a Galilean telescope with an adjustable 
focal lengt h of between 0.3 and 2.0 m. 

A schematic diagram of the complete light collecting system is 
shown in Fig. 3. Three separate optical benches supported the 
photomultiplier. receiving optics and optical unit. The laser and 
optical benches were mounted on tahles which were isolated from 
the ground by anti-vibration pads which were designed particu­
larly to prevent damage to the laser head. An EMI 9633 QB pho­
tomultiplier was used with a quantum efficiency in the blue of 17 
percent. The receiving aperture incorporated a narrow band opti­
cal filter of bandwidth 2.3 nm which gave 33 percent transmission 
at 488 nm. Six apertures from 0.23 mm to 2,00 mm dia on a disk 
enabled the receiving aperture size to be varied without misalign­
ing the photomultiplier. 

Instrumentation. A Mock diagram of the signal processing in­
strumentation is shown in Fig. -I. Due to the anticipated intermit­
tent nature of the signal, a signal processing procedure previously 
described in reference (4] was adopted. This involved sweeping 
the desired frequency range on the wave analyzer in discreet 
steps, squaring and integrating the output over preset times, ami 
plotting the output a.s probability density distributions. It should 
be noted in this case, however, that a wide band (100 MHz) pre­
amplifier was used before the wave analyzer, whereas a variable 
gain amplifier with high and low pass filters (to remove the low 
frequency components of the signal and unnecessary noise) was 
used before the oscilloscope. Tins ensured that the wave analyzer 
output noise band had an almost flat characteristic. 

The derivation of the electrical signal from a single particle tra­
versing a real fringe pattern formed by two equal intensity beams 
is shown diagrammatic-ally in Fig. 3. It is assumed here that the 
particle is smaller than a half fringe spacing so that almost maxi­
mum intensity modulation of (lie scattered light is achieved. The 
electrical (Doppler) signal thus consists of a sine waveform within 
a Gaussian envelope, where the frequency is proportional to the 
velocity of the particle perpendicular to the fringes. If this fre­
quency coincides with the center frequency of the narrow band 
filter of the Spectrum Analyzer, a squared output results which, 
if integrated over a sufficiently large number of particles is pro­
portional to the velocity probability. By scanning the filter of the 
Spectrum Analyzer, the probability distribution may be obtained. 

Alignment. To achieve a satisfactory alignment, it was found 
necessary to insert a quartz scattering plate into the furnace; suc­
cessful alignment of the optical components was then confirmed 
by observation of the familiar Doppler signal bursts on the oscil­
loscope. The first alignment was maintained for a period of 26 hr. 
and was occasionally checked by inserting the quartz plate to en­
sure the beams intersected at. the same position in the furnace. 

During alignment of the optical components, it was observed 
that the unfocused laser beam, alter having passed through the 
furnace, exhibited appreciable divergence and spatial fluctuation. 

Journal of Heat Transfer AUGUST 1974 / 411 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



PUr<~ FURNACF OPTICAL 
COMPONENT 
HOLDER 

•C=i-:i3 

i . i .£<:, _ . 

LEVELING SCREWS ANTS VlONAriON PADS 

5 « (APPROX I 
- - 1 

12 ra 1 MAXIMUM) 

Fig. 2 Arrangement of opt ical components 

FRFQ'JCN^Y 

, ,i,'-, ' 'Ira JsiiYl_J!'• ^lll 
U— ILbJ tlLIEaJ 1 L' JIJ 

1 

A 
SL L » , S 6 B 

INTENSITY 
DISTRIBUTION 

1 V 
AL 

E 

I L J V sOULATlON 
k f L c PARTICLE 
\ c P tj 'UGH LIGH-
1 I* SINGES 

e I 
(PROBABILITY 
OF FREQUENCY 
f OCCURRING) 

FREQUENCY 

VELOCITY 
PROBABILITY 

i DISTRIBUTION 

Fig. 3 Schemat ic of velocity determinat ion 

These effects were observed with and without the flames and with 
little difference from one flame to another. The unfocused beam 
expanded from 1.1 mm dia waist before the furnace, to an esti­
mated 4 mm dia 2 m after the furnace and fluctuated approxi­
mately 2,5 mm about a mean position with a relatively low fre­
quency. This indicated that the beam diameters at the intersec­
tion point were about 2 mm and crossed intermittently.2 

of the measured spectrum (numerical integration of the spectrum 
indicated that the mean velocity was within 5 percent and the 
turbulence intensity 6 percent). The lower set of points in Fig. 
5(a) represents the time-averaged noise level measured by alter­
nately blanking out each beam from the optical unit (i.e., mea­
suring only time averaged unmodulated scattered light plus elec­
tronic noise). Before the flame conditions were changed, the mean 
velocity at the same location was checked by a single-hole water-
cooled pitot probe (in this case a single hole probe was adequate 
as no swirl was present in the flame). A mean value of 24 m/s was 
obtained compared with 22.7 m/s from the measured spectrum 
and within the accuracy of the pitot probe and laser anemometer 
measurements. The turbulence intensity from this spectrum was 
24.2 percent. 

Swirl was then introduced to produce flames VII and VIII, and 
velocity spectra measured in a similar manner to that previously 
described, as shown in Figs. 5(6.) and 5fcj, respectively. The 
mean velocities were 11.9 m/s and 13.5 m/s. and turbulence in­
tensities 42.0 percent and 57.6 percent, respectively. 

D i s c u s s i o n 
The present investigation has demonstrated that: the laser— 

Doppler anemometer can be used to measure mean velocity and 
the rms value of the fluctuating velocity in oil-fired furnace 
flames. The precision of measurement is of the order of 5 percent 

Results 
Observation of the signals from the hot air jets (flames I and II) 

and gas flames (III and IV) indicated a very low concentration of 
suitable scattering particles. Particle counts of approximately 10 
particles/min were obtained in these flames equivalent to a signal 
presence about 0.001 percent of all time. 

In the coal flames, however, the majority of the particles ap­
peared too large to produce a suitable Doppler signal.3 The signal 
noise level increased dramatically due to the large increase in 
scattering intensity from larger particles (not necessarily passing 
through the fringe pattern), and the "dc" component of the signal 
(as observed on the oscilloscope by removing the high pass filter) 
showed almost a 50 db gain. 

Three oil flames were investigated since it was anticipated that 
these would contain particles of smaller mean diameter than 
those in the coal flames but with a concentration considerably 
greater lhan the naturally occurring particles in the gas flames. 
For flame VI a velocity probability distribution was recorded with 
about a 5 percent scatter in the points after 100 sec integration 
time. This spectrum is shown in Fig. h(a) together with the rela­
tive measurement position in the flame. The data were accumu­
lated in 20 sec integration periods, wuth a minimum of five peri­
ods per point, in order to obtain some estimation of the accuracy 

- bviermittency here refers U> the percent age time the beams are net in­
tersect lag. 

:i In general the amplitude of (lie ac component (containing the velocity 
information! of the Doppler signal decreases with increasing particle size 
bevond the (tinge spue nig (o ,um) 
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F L A M E V I E 

I SCATTER IN DATA USING 2 0 SEC INTEG. 

o TOTAL NOISE L E V E L WITH ONE BEAM 
A L T E R N A T I V E L Y B L A N K E D OUT. 

M E A N VELOCITY 13-Sm/s 

T U R B . I N T 57- 6 %> 

IO 2 0 

VELOCITY (m/s 

Fig. 5 (a) Velocity probability distribution in an oil flame with 0 percent 
swirl 

and 6 percent for the mean and rms values respectively and the 
measuring time of the order of 20 min per probability distribu­
tion.'1 The following paragraphs consider the influence of the fluc­
tuating location of the laser beams due to refractive index gradi­
ents on the dimensions of the control volume and on the speed 
and ease of measurement. 

The frequency of mechanical vibrations is normally less than 60 
Hz and makes no contribution to the optical signal, and the sub­
sequent photomultiplier output signal, other than to cause the 
two beams to cross intermittently around the predetermined loca­
tion and consequently cause slight variations in the intersection 
angle. In addition, these vibrations may also cause the light col­
lecting system to focus only intermittently on the same predeter­
mined location. In practice, the mechanical vibrations were effec­
tively damped and therefore caused no problem. 

As a result of the dependance of the refractive index on the 
local density, chemical composition, and temperature, turbulence 
in the presence of thermal gradients produces fluctuations in the 
local value of the refractive index, and its gradient with position. 
These fluctuations have a wavelength of similar order as the tur­
bulent fluctuations, but much greater than that of the laser beam 
traversing the medium; it follows, therefore, that the path of the 
light beam can be described in terms of geometrical optics. Appli­
cation of Fermats principle9 shows that the equation for the path 
of the beam is given by: 

1 | v „ ( r ) , ( / ,V; , ( r ) ) | (1) 
«7 
ill n(n - •-

where I is the path length along the beam, / the unit vector in the 
direction of the beam, and n(r) is the local value of the refractive 
index. It follows from the equation (1) that the effect of fluctua­
tions in the local value of the refractive index will be to produce 
variations in the path of light beam around its mean position, 
and divergence of a beam of finite size. 

Moreover the terms on the right-hand side of equation (1), 
show that the magnitude of such variations will be directly relat-

4 Gradient and t ransi t - t ime broadening are negligible: the fuel ami air 
flows were sensibly constant. 

•' For particles of approximately 1 *jra in size (reference j8 j ) . 
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Fig. 5 (b) Velocity probability distribution in an oil flame with 30 percent 
swirl 

FLAME VI 
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Fig. 5 (c) Velocity probability distribution in an oil flame with 50 percent 
swirl 

ed to the magnitude of the variations in gradient of the density, 
concentration and temperature. (The direct effect of temperature 
will be small as it is only weakly coupled to the dielectric con­
stant). The overall effect of the refractive index fluctuations is 
identical to that of mechanical vibrations, with the additional 
difficulty that they are not susceptible to damping. However, the 
frequency of variations in optical path is also small (<104 Hz) in 
comparison with frequencies produced by particles passing 
through the scattering volume (IO6 to IO7 Hz) and thus the preci­
sion of velocity measurement is not significantly affected. Never­
theless, the increased signal intermittency and variation in the ef­
fective size of control volume are both of importance to measure­
ments in furnace environments and further analytical work to es-
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Innate their magnitude is currently in progress. The effect of the 
refractive index gradients thus causes the volume in which veloci­
ty measurements are obtained to be larger than would be the case 
if these gradients were absent. The intermittancy necessitated an 
integration time of around 20 min for each probability distribu­
tion. 

This measuring time may be reduced by a factor of approxi­
mately 20 if the spectrum analyzer is replaced by a bank of fil­
ters; an instrument of this type, incorporating 50 filters per dec­
ade, of band width Q = 20, and with a typical frequency range 
from 100 kHz to 10 MHz has been developed at Harwell for this 
purpose. 

The dimensions of the measuring control volume may be reesti-
mated, incorporating the movement of the laser beams passing 
through the furnace; this movement was measured outside the 
furnace, as previously noted, and together with the estimated 
beam diameter, suggests a control volume of the order of 4.5 mm 
dia by 90 mm long. The Gaussian distribution of the light inten­
sity and random beam fluctuation implies that the signals which 
made up a probability-density distribution have a higher proba­
bility of stemming from the center of the control volume; thus, 
the effective control-volume dimensions will be less than those 
given in the foregoing. The control volume dimensions can be fur­
ther reduced by the choice of a suitable discrimination level in 
the operation of the filter bank; the measuring time will, of 
course, increase. In terms of a 2 m furnace, a measuring control 
volume of this magnitude is acceptable for most purposes. 

In future work, it will undoubtedly be preferable to use an inte­
grated optical arrangement which operates in the back scatter 
mode, is prealigned and is pre-located with respect to the light-
collecting system. It can be estimated that the use of back scatter 
will result in a scattered light intensity approximately 25 times 
less5 than forward scatter: this, together with the use of a filter 
bank implies a time of approximately 5 min for measurements of 
mean and rms velocity at each location. The use of 2W of laser 
power will reduce this time by a factor of 3. Due to the statistical 
nature of the signal processing, the time required to obtain mea­
surements of mean velocity alone is, of course, much less. 

To obtain measurements in coal flames, it will undoubtedly be 
necessary to vary the fringe spacing. The particles observed in the 
course of the present investigations were significantly bigger than 
the 5 fim fringe spacing and are probably larger in some regions of 
the flow and smaller in others. If the particle diameter is greater 
than 10 (itn it will not be possible to obtain precise turbulence in­
formation since the particles will not follow the flow: the possible 
precision of turbulence information obtained from such particles 
may be estimated with the help of reference (6). 

The low particle concentrations observed in gas flames imply 
that measuring times will be longer than those estimated for oil 
flames. The authors have successfully used Ti()2 particles, dis­
persed in a fluidised bed, to seed laboratory flames and these can 
also be used in furnace situations. 

In the regions of high turbulence level (>40 percent) and recir­
culation commonly encountered in industrial furnaces, it will be 
necessary to adopt frequency shifting techniques as previously 
outlined in references [7 and 9], 

C o n c l u s i o n s 
The following conclusions may be extracted from the present 

investigation: 
1 Measurements of the mean and rms values of velocity have 

been obtained in a 2m sq furnace operating with oil fuel and vari­
ous degress of swirl. The accuracy of the mean velocity measure­
ment is of the order of 5 percent and of the rms measurements of 
the order of 6 percent. The time taken to obtain values of mean 
and rms velocity at one location was approximately 20 min. The 
control volume dimensions were less than 4.5 mm in diameter 
and 90 mm long. 

2 The convenience and accuracy of making future measure­
ments will be significantly increased by making use of a preal­
igned optical system, operating in backward scatter together with 
a laser power of the order of 2W: the authors favour the use of a 
filter bank rather than a spectrum analyser with a measuring 
time per location of the order of 2 min. 

3 Measurements of rms velocity values in coal flames should 
be confined to regions of the flow where the particle diameters are 
significantly less than 10 Mm. Mean velocity values can be ob­
tained in regions of the flow where larger particles predominate 
but are likely to require an optical arrangement with variable 
fringe spacing. 

4 Measurements in gas flames may require times which are 
unacceptably long. In such cases, local seeding with Ti()2 is rec­
ommended. 

5 The prognosis for the use of laser anemometry in furnaces is 
very encouraging and the authors envisage its use for diagnostic-
purposes; in conjunction with predictive techniques, it should 
lead to significant improvements in the design of burners and fur­
nace configurations. 
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An Experimental Investigation of the 
Temperature Field Produced by a 
Cryosurgical Cannula 
Liquid crystals, a material that exhibits brilliant changes in color over narrow tempera­
ture bands, have been successfully used to study the temperature field that is produced 
by a cryosurgical cannula (cryoprobe). Cryoprobe tip temperatures ranging from — .36' to 
-117 C were used to produce frozen regions in a clear gel. Experimental results compare 
within experimental uncertainty with results of a one-dimensional analytical solution for 
predicting ice growth rates. 

I n t r o d u c t i o n 

The use of low temperatures as a medical tool is not new. As 
early as 3500 B.C., the Egyptians used ice as a local anesthetic by 
applying it to wounds and other ailments. It was not until 1851. 
however, that extreme cold was used as a surgical procedure. Dr. 
•lames Arnott, a British physician, used a small container filled 
with a -24 C ice-brine mixture as a surgical instrument. The 
container was placed in direct contact with skin cancers and was 
found helpful in restricting the growth of the cancerous tissue 
I D . 2 

In 1961, with the development of the first cryosurgical cannula, 
or cryoprobe. for use in the treatment of Parkinson's Disease, 
"Cryosurgery" became an established surgical procedure. Dr. Irv­
ing Cooper of the Saint Barnabas Hospital in New York is ac­
knowledged as the founder of the present-day cryosurgical tech­
nique [2-4]. Cooper developed a small diameter, vacuum-insulat­
ed, cylindrical probe with a hemispherical tip. The probe tip was 
cooled by circulating liquid nitrogen down through the thermally 
insulated stem to the uninsulated tip. 

Contemporary cryosurgical units employ cryoprobes possessing 
outer diameters as small as 1.5 mm. Tip temperatures ranging 
from 37 C to -196 C may be selected. Tissue destruction is ac­
complished by locating the tip of the cryoprobe in the diseased 
region and dropping the temperature of this target tissue below 
its freezing point. The temperature of the probe stem remains 
near body temperature during the procedure due to a vacuum in­
sulation system along the probe length. Cryosurgery has a variety 
of applications ranging from the treatment of Parkinsonism to the 

1 Present Address: Norfolk Naval Shipyard. Portsmouth. Ya. 
2 Numbers m brackets designate Relerences at end ot paper. 
Contributed bv the Bioengineering Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the Winter An­
nual Meeting. Detroit, Mich.. November 11-15, 1973. Manuscript received 
at ASME Headquarters July 26. 1973; revised manuscript received August 
32. 1973. Paper No. 73-WA, Bio-20. 

destruction of cancerous tumors. An extensive bibliography of pa­
pers describing the various cryosurgical procedures has been pub­
lished bv the Linde Division of the Union Carbide Corporation 
151. 

Cryosurgery, as presently practiced, is highly empirical [4]. 
Control of the "cryolesion" is an art that is gained from experi­
ence. Several analytical and numerical heat-transfer models have 
been developed to aid the surgeon in predicting the rate of growth 
and ultimate steady-state size of the frozen region produced by 
typical cryoprobes [6-8], but these models have yet to be verified 
experimentally. The objectives of our investigation were: (a) to 
experimentally determine the growth rate of the frozen region 
around a typical cryoprobe; (b) to compare the experimental re­
sults with an approximate, one-dimensional analytical solution of 
the same problem, and (c) to investigate the feasibility of using 
liquid crystals, a material that indicates temperature through a 
change in color, as a temperature sensor in the unfrozen region. 

A prototype cryoprobe, 1.27 cm in diameter and 14.63 cm long, 
was designed and built. This probe produced ice regions that were 
approximately spherical in shape and were easily studied. A 
clear, 1.5 percent gelatin-98.5 percent water, test medium was 
used to simulate tissue. A range of probe tip temperatures vary­
ing from - 3 6 C to -117 C were used to create the frozen regions. 
In all cases studied, experimental and analytical predictions of 
the ice growth rates compared within the estimated experimental 
uncertainty of 9 percent. The details of the magnitude and extent 
of the temperature field in the unfrozen region surrounding the 
probe tip were successfully obtained with the liquid crystal mate­
rial. The liquid crystals exhibited brilliant color displays that 
were photographed through the clear gel and later correlated with 
temperature. 

C r y o p r o b e D e s i g n 
The cryoprobe used in the present investigation was designed 

and fabricated after a standard Linde cryoprobe [9]. The probe 
consists of three concentric stainless-steel tubes arranged as 
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VAPOR EXHAUST 

Fig. 1 Schematic of cryoprobe 

shown in Fig. L Upon activation, liquid nitrogen flows from a 
pressurized supply through the inner tube, ultimately reaches the 
hemispherical tip, and is vaporized by the energy that has been 
absorbed from the surroundings. The annulus formed by the 
inner tube and its neighbor allows the vapor to escape to the 
room. The outermost annulus is evacuated, with the aid of a vac­
uum pump, thus providing a vacuum insulation along the probe 
stem. This insulation prevents the probe stem from acting as a 
lesion generating surface during the cryosurgical procedure. 

The temperature of the probe tip is a function of the liquid ni­
trogen flow rate. In our experimental setup, a copper-constantan 
thermocouple was spot welded to the probe tip. The liquid nitro­
gen from the pressurized supply. Fig. 2, was manually adjusted 
to obtain the desired tip temperature. Barron [9] presents a dis­
cussion of the various cryosurgical units presently in use. 

L i q u id C r y s t a l s 

Background. Fergason [10-12), in a series of articles, presents 
excellent discussions on the chemistry, varieties, properties, uses, 
and limitations of cholesteric liquid crystals. The most striking 
feature of the liquid crystal material is its ability to display bril­
liant, changes in color over discrete temperature bands. This is 
due to circular dichroism. An incident beam of light, on striking 
the liquid crystals, is split into two components having electrical 
vectors rotated in opposite directions. One component is trans­
mitted through the material while the other is reflected. The re­
flected light has a wavelength peak that is a strong function of 
the temperature of the liquid crystals. Temperature changes in 
the crystals result in a change in the molecular structure, thereby 
causing a shift in the peak wavelength of the reflected light. 
When the temperature of the liquid crystal material falls in an 
appropriate range, this peak wavelength shifts into the visible. 
The material then passes through the entire visible spectrum 
(red, yellow, green, blue, violet) as the temperature is increased 
through the band. This color change is stable and reappears 
whenever the liquid crystal material passes through the appropri­
ate temperature band. 

Through proper calibration, color can he correlated with tem­
perature to within approximately ±0.1 C. By careful choice of the 

chemical formulation, liquid crystals can be made to respond over 
temperature hands as small as 1 C, starting at 0 C and running 
upward to several hundred deg Celsius. 

Preparat ion and Calibration of Liquid Crystal Sheet. Clear 
mylar sheeting was chosen as the substrate for the liquid crystal 
material since it is thin (0.008 cm), pliable, and has a low ther­
mal capacitance. The liquid crystals, which were of the encapsu­
lated variety, were obtained in slurry form from the National 
Cash Register Co. 

The mylar sheet was cut square. '20 cm on a side, with a notch, 
10 x 1.27 cm, cut into one side to accommodate the probe. The 
liquid crystals were applied to the mylar sheet with an artist's 
airbrush. Before applying the crystals, the sheet was thoroughly 
cleaned with acetone to remove any residue. Three separate coats 
of crystals were applied. Approximately 1 hr was allowed between 
coats. After the crystals were applied, two coats of flat black 
paint were applied directly over the crystals. Since the crystals 
were of the encapsulated variety, no alteration in the crystal 
properties occurred. The black background is used to obtain opti­
mum brilliance. All light that is transmitted through (he crystal 
material is absorbed and, therefore, does not compete with the 
light reflected from the crystals themselves. To complete the 
composite, two coals of polyurethane were applied over the flat 
black to provide waterproofing. 

Five different range liquid crystal formulations were applied to 
the mvlar sheet as shown in Fig. 3. Calibration was accomplished 
with the aid of a Rosemount Constant Temperature Bath capable 
of establishing and maintaining temperatures to within ±0.01 C. 
Color was determined by eye. Although liquid crystals display all 
the colors in the visible spectrum, only the onset of red, green, 
and blue were used as calibration points, fn a typical calibration 
run. the water-proofed liquid crystal sheet was placed directly 
into the constant temperature water bath. The temperature of 
the bath was then slowly raised until the event temperature of 
the liquid crystal under consideration had been reached. By eare-
fullv adjusting the hath temperature, an accurate measure of the 
event temperature corresponding first to red, then to green, and 
finally to blue was made. No attempt was made to determine 
shades of red. green, or blue. It is estimated that temperature was 

- N o m e n c l a t u r e -
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Fig.4 Test cell wilh cryoprobe and liquid crystal Sheet in place

19.8"C
20 8'C
21 5-C

RED
GREEN
BLUE

Fig. 3 Schematic of liqUid crystal sheet indicating the arrangement of
the various crystals together with the calibrated event temperatures

correlated with color to an accuracy of ±O.l C. Calibration results
are sh(l\vn in Fig. ~3.

Fig. 2 Pressurized liquid .nitrogen container

Experimental Procedure

The experimental setup in our investigation was'quite similar
to the one employed by Cooper and Groff r1:3] in their study of a
resistively heated surgical probe. The test medium used to simu­
late tissue \vas a clear gel curnposed of 1.5 percent gelatin-98.S
percenl wal,'r. The gel was contained in a cubical plexiglass box.
;zo cm on a side. Ten centimeters down from tbe top, on the inside
of the box. was a small "lip" Ibat supported the frame encased
liquid crystal sheel. A 1.27-cfll·dia hole in the side of Ihe box and
frame. together with the notch in the liquid crystal sheet. allowed
the crvoprohe to be inserted such that its tip was in the geometric
center of the box. The box. liquid cn'stal sheet and cryoprobe are
shown in Fig. 4. The cryoprobe was connected to the pressurized
liquid nitrogen supply with the aid of a neoprene insulated feeder
line as shown in Fig. 5.

The gelatin offered two highly desirable features as a test medi·
um. First. it was very clear and allowed excellent photos of the
liquid crystal sheet to be taken through it. Second. when set. the
gel behaved as a solid with thermal properties quite similar to
water /14J

Before filling the box with t he gel. the probe and liquid crystal
sheet were carefullv posit ioned so that the plane of the sheet uni·
formlv intersected the hmg axis of the probe. This assured that

Fig. 5 Complete experimental setup. Shown are the test cell. cry,
oprobe. transfer line. pressurized liqUid nitrogen conlainer. and tempera,
ture recorder.
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perature 10 -75 C. A clear gel surrounds the probe.
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Theoretieal
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r}f(lI)t:' surfa,ce tcrnpf>rature VI"dS Inaint;lined constant. <1 condi~

Lilln that WiIS e~tat)lished experin1entall,\ A cornparis()!)

I"" been made, and will be in the section, be
tween our experimenwllv determined .c:rowth rale, and atten,
dant temperat ure fielrk and I hose predicli'Cj analvtically by ('00'

per and Trezek.
Brieny, the analvtical model proposed by Cooper lind Trezek

thaI heat capacitv effects botb the frozen and unfro,
.surrounding the probe are negligihle compared to lhe
{If ing froIn t he phase change

tiow and melabobsm tE'rl1lS are included in the complete
but wdl be present discussion since the

lest lncdiurn \vas a geL heat ('apacll.v effects ;:lllovl"s

quasi'ctearh state be determnwd in both frozen
and untrozen the 'iplwncal probe In n(\l\di,
Il1ensiul1al are Fig:< 6 for nornencla-
rure):

Frozen I~egion (H z

lIsl'd in equat ions t J), (2). and

1) In

'T'hc lJ()ndlm('n~~i(lnHI (illanlil

C\) arc defilwd as:

1
)(;* 1) (3)

A cornputcr code \.-vas \\T1Ut'Il to S()I\ie equal

r* as a function of 1 and 71, 'rhese valut';> of y.,'t're I hen
tuted into equal ions (1) 'lI1d (2) to generate values 01

functions of T and 'I. Typical theoretical
with our experirnental re;;t1fts in the foJlov'-'ing

nonnalized frozen phase
ternperature

nornJalized unfrozen
temperature

Results
Figs, '1 through \11 arc hlack and whue reproduction' ('"lored

photos taken of the frozen rei;i"n and liqUid al ,Iwet ,1I limes
of 0, 30, and GO min, Althuugh the black lind white reproduc,
tions do nol cl.earl\' delineate the \'':Hious i,'~oth('nns c()rre::'\ponding
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to each liquid crystal range, these isotherms are brilliantly dis­
played in red, green. and blue in the colored photos.

Agreement between experimentally determined yalues of the
ice growth rate and those predicted theoretically using equation
I:n was excellent. Experimental versus theorelical values of the
normalized ice ball radius, r';, versus normalized time. T, are
compared in Fig_ 11. Each curve is parameterized bv a normal­
ized probe surface temperature. 1. Under each value of 1 is shown
the aetual probe surface temperature used in the run. For all ex­
perimental runs, agreement between theory and experiment as
well within the estimated experimental and theoretical uncer­
taintips of ±9 percent. Uncertainty in the exact placement of the
theoret ical curves is due primarily to uncertainties in the values
Ill' the thermophysical properties assumed for gel. Property values
were taken to be those of pure water. The primary uncertainty in
the experimental poinb resulted from inaccuracies in locating the
perimeter of t he ice ball on t he photos. As can be seen, however,
the ice region was nearlY' spherical in shape. Diameters were mea­
sured from t he probe center along a line perpendicular to the
probe axis. Details of the uncertaimy analysis can be found in
reference [151.

Agreement between the experimentally determined transient
temperature field in the unfrozen region and values predicted
with equation (21 was not good. as is shown in Fig. 12. The results
of this run were obtained using a probe tip temperature of -75 C
and an initial gel temperature of 22 C. The discontinuity at -2 C.
the gel phase change temperature, indicates the ice ball size at a
particular time after initiating cooling. Tbe actual temperature
gradient in the unfrozen gel is much steeper than the theoretical­
ly predicted value. This is to be expected since the heat capacity
innuence of the gel is not taken into account in the theoretical
model.

Although the theory does not satisfactorily predict the details
of the transient temperature field in the unfrozen region, it does
yield excellent predictions of the growth rate of the frozen region.
This seems to be contradictory to what one would expect. How­
ever, for the water-like geL the latent heat of fusion, L, is large
compared to the thermal capacity, c iTo T For our experi-

Fig. 8 Cryoprobe and liquid crystal sheet live min alter initiating cool­
ing, Various isotherms depicted by the arrows are clearly evident in col­
ored photos,

Fig. 9 Cryoprobe and liquid crystal sheet 30 min alter initiating cooling

Fig. 10 Cryoprobe and liqUid crystal sheet 60 min alter initiating cooling
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NON-DIMENSIONAL TIME 

Fig. 11 Compar ison of exper imental ly measured values of the ice 
growth rate with those predicted using equat ion (3 ) . Each curve is par­
ameter ized with the normal ized probe surface tempera tu re , r). Actual 
probe tip temperatures are shown in parenthesis. 

merits, r !7'0 - T,H.\/L = 0.25. T h i s ind ica tes t h a t the majori ty of 

energy removed from the unfrozen phase is la ten t heat and not 

sensible hea t . Since latent heat is the control l ing factor on the ice 

growth rate , and since the la tent heat effect is t r ea t ed correctly in 

the theoret ical model , theore t ica l p red ic t ions of the ice growth 

ra te are reasonable . 

S u m m a r y 

'The r a t e of growth of the frozen region su r round ing a 1.27-cm-

dia cryoprobe h a s been d e t e r m i n e d e x p e r i m e n t a l l y by e m b e d d i n g 

the probe in a clear gel. E x p e r i m e n t a l va lues of the ice ball r ad ius 

compare within ± 9 percen t of those pred ic ted using a theore t ica l 

model which neglects the heat c apac i t y of bo th the frozen and 

unfrozen phases . 

L iqu id crystals , a ma te r i a l t h a t exh ib i t s br i l l ian t changes in 

color over known, well-defined t e m p e r a t u r e b a n d s , were used to 

d e t e r m i n e the m a g n i t u d e and ex ten t of the t e m p e r a t u r e field in 

the unfrozen region s u r r o u n d i n g the c ryoprobe t ip . T h e l iquid 

crysta ls offered th ree d i s t inc t a d v a n t a g e s over t h e r m o c o u p l e s as a 

t e m p e r a t u r e t r an sduce r . First , t h e r m o c o u p l e s are ex t remely diffi­

cul t to posit ion accu ra t e ly in app l i ca t ions such as the one unde r 

s tudy; second, conduc t ion along the t h e r m o c o u p l e lead wires m a y 

in t roduce large errors in t h e m e a s u r e d t e m p e r a t u r e ; and finally, 

t he rmocoup les provide only pointwise t e m p e r a t u r e m e a s u r e m e n t s 

necess i ta t ing the need for m a n y if comple te t e m p e r a t u r e informa­

tion is to be ob t a ined . 

Liquid crystals , on the o ther h a n d , when coa ted on a myla r 

s u b s t r a t e and posi t ioned correctly in the field, allow one to ob­

serve a con t inuous display of cer ta in select i so the rms . T h e myla r 

used in our inves t iga t ion was a p p r o x i m a t e l y 0.008 cm th ick . 

When sprayed with l iquid crys ta ls a n d coated w i th a waterproof­

ing agent , the th i ckness of the overall compos i t e was approxi ­

mate ly 0.025 cm. Since t h e compos i t e was formed of low t h e r m a l 

conduct iv i ty and t h e r m a l capac i ty ma te r i a l s , it is e s t i m a t e d tha t 

i so therm locat ions were influenced by no more t h a n one-half the 

composi te th ickness , or 0.013 c m . 
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Fig. 12 Compar ison of exper imental ly measured values of the tempera­
ture in the unfrozen region with the temperature field pred ic ted using 
equat ion (2) . The probe sur face temperature tor this part icular run was 
- 7 5 C. 
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Effect of Tube Relocation on the 
Transfer Capabilities of a Fin 
and Tube Heat Exchanger 

F. E. M. Saboya1 and E. M. Sparrow1 

Introduct ion 
Local and average transfer coefficients on the fins of a one-row 

plate fin and tube heat exchanger configuration have been deter­
mined in [I]2 by employing the analogy between heat and mass 
transfer. In the range of Reynolds numbers that is encountered in 
present-day air-conditioning machines, the local transfer coeffi­
cients were found to be very low on the portion of the fin that is 
washed by the wake downstream of the tube. Consequently, that 
portion of the fin contributes very little to the overall transfer 
capabilities of the exchanger. 

In view of the aforementioned finding, it is natural to consider 
candidate approaches for eliminating the deleterious effect of the 
wake that is shed from the tube. One approach is to relocate the 
tube toward the rear of the fin, thereby placing the wake region 
outside (i.e., downstream of) the exchanger. Experiments that 
were performed to explore the effect of relocating the tube are re­
ported here. As in [1], the naphthalene sublimation technique 
was employed to obtain local and average mass transfer coeffi­
cients. 

Fig. 1 shows a plan view of the two heat exchanger configura­
tions whose transfer characteristics are to be compared. The 
upper diagram depicts the standard arrangement studied in [1] in 
which the tubes are positioned centrally with respect to the 
streamwise length of the exchanger. For the configuration pic­
tured in the lower diagram, the tubes are positioned on the rear 
portion of the fin. Aside from the rearward displacement of the 
tubes, the two configurations are geometrically identical. The fig­
ure also displays dimensional nomenclature and the surface coor­
dinates x,y. The dimensions D, S, L, and h (spacing between fins) 
are the same as those of [1]. 

The fins of the heat exchanger were simulated by specially cast 

1 Department of Mechanical Engineering. University of Minnesota, Min­
neapolis, Minn. 

2 Numbers in brackets designate References at end of technical brief. 
Contributed bv the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division, January 30. 1974. 

naphthalene plates. Local transfer coefficients were determined 
by measuring the local changes of surface elevation which re­
sulted from sublimation of naphthalene during a data run. The 
average transfer coefficient was found both by integrating the 
local mass transfer rates and from direct measurement (by a pre­
cision balance) of the overall mass transferred. The experimental 
method and data reduction procedures have been described in de­
tail in [1) and need not be repeated here. 

A dimensionless representation of the mass transfer coefficients 
is made in terms of the Sherwood number, which is the mass 
transfer analogue of the Nusselt number. The Sherwood number 
results can be converted to Nusselt number results by employing 
equations (15) and (16) of [1], 

R e s u l t s and D i s c u s s i o n 
The effect of tube relocation on the transfer characteristics has 

been investigated for Re s 650. This Reynolds number was se­
lected because it falls at about the midpoint of the range studied 
in [1] and because it corresponds to operating conditions encoun­
tered in present-day air conditioning machines. 

The distribution of local transfer coefficients on the fin surface 
is presented in Fig. 2 for the case of rear-positioned tubes. The 
figure contains a succession of graphs, each corresponding to a 
given axial station parameterized by * 'L. At each such station. 
the local Sherwood number is plotted against the dimensionless 
spanwise coordinate y.'(.S'/2). Values of x 'L < O.o.'SS correspond to 
fin locations upstream of the tube, whereas 0.538 < x L < 1 de­
note fin locations at the side of the tube. 

Inspection of the figure indicates that the transfer coefficients 

y 

rrr~qr; 
*L 1 

o o c 

TJ~TTT 

\ \ \ \ \ 
Fig. 1 Plan view ot central-tube and rear-tube heat exchanger configu­
rations 
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rates at various axial stations. To this end, at any axial station, 
one can evaluate 

Fig. 3 Spanwise- integrated mass transfer rate as a funct ion of axial po­
sit ion 

on the forward part of the fin display trends typical of those for a 
channel flow, with a thermal entrance region at smaller x;L 
which gives way to a thermally developed state at about x;L ~ 
0.4. Thereafter, owing to the influence of a vortex system which 
develops in front of the tube and is swept around the side, a peak 
appears in the transfer coefficient distributions. The peak dimin­
ishes at larger x/L as the vortex is dissipated. The curves for x '], 
> 0.538 do not extend all the way to y = 0 owing to the fact that a 
part of the fin is blocked out by the tube. 

Local results comparable to those of Fig. 2 are presented in Fig. 
4 of [1| for the case of centrally positioned tubes. A comparison 
between the two figures reveals a number of differences. First of 
all. as expected, the first appearance of the peaks in the distribu­
tion curves is shifted to larger x.'L when the tubes are relocated 
at the rear. Also, with the tubes at the rear, the blockage of the 
channel by the tubes is not felt at forward locations on the fin. 
Since the forward part of the fin is influenced to a lesser degree 
by the vortex pattern and by the upstream effect of blockage 
when the tubes are relocated, thermal development of the chan­
nel flow can take place. 

The effect of tube relocation on the overall transfer capabilities 
of the system will be discussed in terms of additional information 
to be presented shortly. However, on the basis of Fig. 2 and Fig. 4 
[1], it appears that there is greater transfer from the forward part 
of the fin with centrally placed tubes, greater transfer from the 
middle region of the fin with rear-positioned tubes, and a near 
parity on the rearward part of the fin. 

One assessment of the relative transfer capabilities of the two 
configurations may be made by comparing the mass transfer 

/ /i;(.v,.v)c/v (1) 

where nifx.y) is the local rate of mass transfer per unit area. In 
carrying out the integration, n'Ux.y) was set equal to zero at fin 
locations x,y that are blocked out by the tube. Equation (1) gives 
the spanwise-integrated mass transfer rate at x. 

The mass transfer rates evaluated from equation (1) are plotted 
in Fig. '!, with solid and dashed lines, respectively, used to con­
nect data points for the rear-tube and central-tube configura­
tions. The data have been scaled to correspond to identical oper­
ating conditions for the two cases. Inasmuch as the figure is con­
cerned only with relative rates of transfer, the ordinate scale is in 
arbitrary units. 

The figure shows that relative to the standard central tube ar­
rangement, the use of rear-positioned tubes yields higher transfer 
rates in the mid-region of the fin and lower transfer rates in the 
forward portion and, to a lesser extent, in the rear portion. The 
overall transfer rates for the two fin configurations are represent­
ed by the areas under the respective curves. The outcome of a 
comparison of areas is that the overall transfer rate is about five 
percent greater when the tubes are positioned at the rear of the 
fin. 

A related comparison can be made in terms of the average 
transfer coefficient defined using the overall mass transfer rate3 

and the log mean (wall-to-bulk) concentration difference. The av­
erage transfer coefficient can be represented in dimensionless 
form by the average Sherwood number Sh. The values of Sh for 
the rear-tube and central-tube configurations were found to be 
10.2 and 9.7. respectively, (both at Re ~ 650), which amounts to 
a difference of about five percent. 

Although the overall transfer capability of the system is in­
creased by the rearward relocation of the tubes, the extent of the 
improvement is quite small. Since such a relocation might well 
necessitate an investment to alter the fabrication and assembly of 
the heat exchanger, it does not appear to be a viable approach in 
view of the modest gains in transfer capability. 

R e f e r e n c e 
1 Saboya. F, E. M.. and Sparrow, E. M., "Local and Average Transfer 

Coefficients for One-how Fin and 'Cube Heat Exchanger Configurations," 
to be published in the .JOURNAL OF HEAT TRANSFER, TRANS. 
ASME, Series C, Vol. 96, No. :i, Aug. 1974, pp. 265-272. 

3 For both data runs, the overall mass transfer rate determined by inte­
gration of the local values agreed to within 0.15 percent of that determined 
by direct weighing with a precision balance. 
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Power-Law Solutions for 
Evaporation From a Finned 
Surface 

D. K. Edwards,1 A. Balakrishnan,1 and Ivan 
Catton' 

I n t r o d u c t i o n 
Gregorig | 1 | 2 numerically calculated the capillary flow on a 

fluted condenser surface and showed that high condensation coef­
ficients could be obtained near the tips of the flutes. Surface-ten­
sion-induced pressures drive the liquid condensate off the tip of 
each flute, thinning the liquid film and thus reducing its thermal 
resistance. Navabian and Bromley (2) using 16 Gregorig-type 
flutes per in. were able to attain a value of (/ = 14000 Btu/hr ft2 

F tor the surface transfer coefficient on a horizontal cylinder. 
It is the purpose of this work to develop an analytical solution 

for the capillary flow on a finned surface for the case of evapora­
tion. The work here thus augments that work presented earlier [3| 
in which the "valley flow" region between fins or flutes was ana­
lyzed numerically and recommendations for the number of fins 
per inch were made. The present work accounts for the variation 
in the meniscus radius of curvature near the fin tips, the previous 
work |3] having taken the curvature to be constant. 

A n a l y s i s 

The Model. Evaporation of a pure liquid from a finned sur­
face is modeled under the following set of assumptions: (a) The 
meniscus is attached to the tip of the fin. (b) Resistance to 
transverse heat flow in the fin is negligible to that in the liquid 
film. (<•! Longitudinal heat flow in the liquid is negligible com­
pared to that in the fin. (d) Flow in the film toward the fin tip is 
quasi-established laminar film flow accompanying a pressure gra­
dient and an associated meniscus curvature gradient. The model 
is thus what Potash and Wayner |4J term an "intrinsic menis­
cus." It neglects the effect of chemical adsorption causing what 
they describe as a "thin film . . . (if present)" extending above the 
intrinsic meniscus, (v) The interfacial mass transfer resistance is 
negligible. Fig. 1 illustrates the situation envisioned, A fin of 
length L having thickness 'o(x) available for longitudinal heat flow 
has a film with thickness y(x) on the wetted flat face, where x is 
measured along the face. Both li(x) and y(x) are imagined to go to 
zero as x goes to zero at the tip. Although the figure is drawn for a 
linear A(x). the functional dependency of b on x is not yet fixed. 
The back of the fin is a no-flux surface. 

Consistent with this model the temperature distribution along 
the wetted face of the fin is governed by the well-known fin equa­
tion, e.g.. [5], The heat loss from the fin represented by the right-
hand side of equation (1) is accompanied by evaporation dY /dx 

(1 

'dx dx v(.v) 

dV 
'fix hfl,x(x) 

(1) 

(2) 

where 7* is the temperature excess over the saturation tempera-
iure. k is fin conductivity. Ay is liquid conductivity, and hil; is la­
tent heat. The mass flow rate per unit width of meniscus Y(x) is 
related to the pressure gradient and meniscus curvature by as­
suming quasi-established film flow 

1 I'Diversity of Caliiurma. Los Angeles, Calif. 
- Numbers in brackets designate References a( end of technical brief. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division. .January J6, 1974. 

(IP 
'dx P,V3(-V) 

a 
: __ 

(3) 

(4) 

where P is the vapor-liquid pressure difference, a surface tension, 
R the meniscus radius of curvature, HI liquid viscosity, and pi liq­
uid density. The radius of curvature in turn is related to y(x), so 
that 

I 
R 

d2v/dx2 

[l + Uly/dxWl3'2 

dxz 
HA 

a 

(5) 

(6) 

The approximation, suitable only for small x, that dy/dx is small 
has been introduced in passing to equation (6). 

Equations (1), (2), (3), and (6) are four simultaneous ordinary-
differential equations in four unknown dependent variables, T. L, 
P, and y. They are subject to boundary conditions 

x = 0 : v = 0 
rfv 

' 'dx o, r = o 

x = L: T = T0, P = a/R0 

(7) 

(8) 

Power-Law Solutions. We seek power-law solutions for the 
purpose of gaining insight into the action of surface enhance­
ments without introducing distracting mathematical complexity. 
We imagine that, at the tip of the fin where the meniscus attach­
es, the pressure is singular, due to the effect of the 1/y3 term in 
equation (3) as x and y go to zero. Hence we choose 

P = (o/Rn)(x/LV 

v = v 0 ( . v / L ) 2 - " 

Equations (9) and (10) satisfy equation (6) when 

1 L' 
(1 -n)(2 - « ) R(l 

(9) 

(10) 

(11) 

With P(x) having been prescribed we must regard <5Cr,J as an un­
known dependent variable. A condition upon 8 must replace the 
lost boundary condition on P at x = L. Equations (3), (9), and 
(10) and the condition 1"(0) = 0 yield 

T.ix/Lf-4" 

r„ = 
op, L'' 

( 1 - w ) 3 ( 2 - « ) 3 3 / J . , «o" 

(12) 

(13) 

HEAT FLOW 

Fig. 1 F in-meniscus geometry 
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517 

67S5 

Red Bra 

237, 

304 5 

« Bronze 

k^40 

101 

1325 

k A , 

C, i p r o - N i c k e l 

k^26 

66 

861 

T i t a n ) 

k = l l . 

30 

391 

mm 

S 

1-loi.d 

H a t e r 
at 220°F 

a t 160°F 

3.26x10 3S00 2480 

Ainmonia 3.29x10 829 374 
at 120*!-

Table 2 Calculated heat transfer coefficient per 
pair of fin faces per inch; n == 0.973 

hw B n i - i n c h / h r f t " F 

1' / I . - SO0°F/ f t T / I . = 1 0 0 0 ° F / f t T / ! . = 2000°!-"/ft 

Ammon i a 
a t ]20°F 

Equations (2), (10). and (12) dictate that 

T = TAx/Lf-'"1 

T, ''"in 
(1 - « ) " ( 2 - H ) 4 3 / i ,* , / ? / ' 

Finally equation (I) prescribes 

6 ^ 50(x/L)" 

(1 - « ) ( 2 " - « ) A-
(5 -4w)(6 - 5 « ) /; 

" ?̂n 

(14) 

(15) 

(16) 

(17) 

Constraints: Equation (15) is not merely a definition of the 
quantity T0. Reference to equation (8) indicates that it represents 
an imposed boundary condition. That this boundary condition 
can always be met by suitable choice of n is evident from the fact 
that the right-hand side varies from zero at n = 0 to infinity at n 
= 1 for any property values and geometrical lengths L and Ro-

The resulting value of n impacts upon the thickness of the fin 
which can be accommodated by the power law solutions, accord­
ing to equation (17). Let the ratio of h0jL be denoted by tanf?, and 
substitute into equation (17) 

tanf* 

tan 9 = -

(5 -"4,/)"(6 L 

(18) 

(19) 

Since /.';//; is small for a dielectric liquid and a metal wall, the 
quantitv R0'L must be large in order to avoid a small tanf/. But 
equation (15) is a constraint. Eliminating Ro from equation (15) 
by virtue of equation (19) and rearranging yields 

(H.A.A) 
I. ' k 

tanf) 
/ 5 (1 -> / ) l / s (2 -„)u 

(5 AHV'HG - 5 « ) 

ap,hfe 

0.394 (20) 

(21) 

The right-hand side of equation (20) is seen to possess a maxi­
mum of 0.394 at n = 0.973. Hence a large value of T0 can be ac­
commodated by our power-law solution only by accepting a small 
value of tan", and vice versa. 

The dimensional fluid-property grouping and the ratio kjk\ are 
shown in Table 1. For a value of T0/L = 1000 F/ft, equation (20) 
indicates for water-copper, according to Table 1, 

tanf? £ 0.032 9 < 1.85' 

and for water-titanium, again using values from Table 1. 

tant? .<= 0.51 d < 29.2° 

The constraints on the power-law solutions appear to limit appli­

cation of the results to relatively poor conductors such as titani­
um or cupro-nickel in association with good conductors such as 
water or ammonia, if it is desired to treat triangular fins with an­
gles of 9 = 30 deg or so. Of course, one would expect that, the heat 
transfer indicated for a small value of II would be a lower limit to 
that pertaining to a larger value of 0. 

Heat Transfer Coefficient. Per unit width of fin, say in the 
circumferential direction for a circumferential groove, the total 
mass flow I'o at x = L is evaporated. Let the distance which in­
cludes two wet fin faces be W. For a given W, a heat transfer 
coefficient mav be defined as 

li 
WT„ 

W > 2L sing 

With equations (13) and (15), equation (22) can be written 

riin>(l - nY'Hl -n) 
(5 -4«>f/5 

b* = bTJL 

2k, 
l,*U5W 

(22) 

(23) 

(24) 

(25) 

Table 2 gives values of h W for n = 0.973 for a few values of 
Ta/L and the four fluids listed in Table 1. With n = 0.973, 7'0/'L 
= 1000 F/ft, 1/W = 18 double-sided fins per in., and hi and b 
corresponding to water, one obtains h = (179.7X36) = 3234 [Btu/ 
hr ft2 F). The value TQ/L = 1000 F/ft corresponds to a tempera­
ture difference of approximately 3.5 deg F, if L = 0.0035 ft. For 
such a value equation (23) states that one can have no more than 
18 fins per in. for titanium, but many more would be permitted 
for copper, the number restricted by the need for flow areas as ex­
plained in reference [3]. 

Wayner and Coccio [6] measured hW = 20 Btu/hr ft F = 240 
Btu-in./hr ft2 F with T0/L = 500 F/ft for water on a 0.112 in. uni­
formly thick 304 stainless steel fin heated from the dry end. The 
240 value is somewhat above the value 206.4 in Table 2 for the ta­
pered fin. This comparison, which is approximate in that the ex­
periment did not match exactly the situation under analysis here, 
is interesting for the excellent order of magnitude agreement. 

In summary, it has been demonstrated that a power-law solu­
tion exists for the capillary flow supplying liquid to the tip of an 
evaporator fin. The solution indicates a maximum heat transfer 
coefficient limited by the fluid properties only but requiring a fin 
with a certain k-iariO value. The fluid properties enter predomi­
nantly as thermal conductivity k/ and secondarily as a grouping b 
involving viscosity, conductivity, surface tension, density and la­
tent heat. The power-law solutions indicate that heat transfer 
coefficients on the order of 3230 Btu/hr ft2 F should be obtainable 
with water on 18 titanium fins or grooves per in. 
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In the solut ion for the s lab t e m p e r a t u r e field 'l'(x.t), t he bound­

ary va lue problem cannot a c c o m m o d a t e both of the prescr ip t ions 

of zero heat flux and specified (measu red ) t e m p e r a t u r e at .v = 0. 

T h e procedure here is to use the zero heat flux condi t ion at x = (1 

and d e t e r m i n e the t e m p e r a t u r e field T(x,tj\G\, inc luding 7', and 

'I'M, for a pa r t i cu l a r his tory T-z = T(lJ). T h e purpose of this pro­

cedure is to show that there exist cer ta in l imi t ing re la t ionsh ips 

for I'M - T\ and 7'2 ~ 'I\ t ha t are independen t of the history 7'2 

and therefore useful in e v a l u a t i n g equa t ions (1) and (2). T a b l e 1 

s u m m a r i z e s the quas i - s t eady resul t s when the skin is " t h i n " 

enough to assure tha t 

«/ (3) 

Transient Flow Heat Transfer 
Measurements Using The Thin-
Skin Method 

C. S. Landram1 

I n t r o d u c t i o n 

In d e t e r m i n i n g s t eady , convect ive heat t ransfer coefficients 

using the th in - sk inned m e t h o d , the i n s t r u m e n t e d body has typi­

cally been shu t t l ed into a hea ted fluid flowing at a cons tan t ra te 

| 1 . 2 ] . 2 T h e d i s t r i bu t ed conduc t ance often impressed paral lel 

t e m p e r a t u r e g rad i en t s within the skin that were usual ly more se­

vere t h a n those no rma l to the sk in ' s surface j 1 j . 

Recent ly a somewhat different app l ica t ion for the th in-sk in was 

used to m e a s u r e wall heat t ransfer dur ing combus t ion [:(|. In th is 

app l ica t ion (a) the t he rma l conduc t ance varied tempora l ly owing 

to a t rans ient flow field, and (b) t h e r m a l g rad ien t s paral le l to the 

skin were not as impor t an t as those no rma l to its surface. T h e 

t e m p e r a t u r e gradient across the skin th ickness was assessed to be 

a result of its t h e r m a l capac i t ance , as opposed to the possible 

normal g rad i en t s caused by heat leakage to the s u b s t r a t e insula­

tion of the skin [4] or to t e m p e r a t u r e g rad ien t s caused by the 

the rmocouple lead wire on the insula ted surface of the skin |5J. 

T h i s present note was mot iva ted by the necessi ty to correct the 

measured d a t a in reference \',\\ for the t e m p e r a t u r e var ia t ion 

through the th ickness of the skin. 

Analysis 
T h e skin is taken to be a one-d imens iona l s lab of mate r i a l per­

fectly insula ted at ,v = 0 where the t e m p e r a t u r e 7'j = 7'(0,f) is 

measured . T h e ini t ial t e m p e r a t u r e of the slab To is uniform. In 

t e rms of the m e a n s lab t e m p e r a t u r e I'M t he heat flux to the s lab 

(/i,- is given by 

- - - ' ^ ' 7 <>--«• f (1) 

T h e last equa l i ty of equa t ion (1) was der ived by spa t i a l ly inte­

grat ing the equa t ion of heat conduct ion across the th ickness /. If 

equa t ion (11 is to be eva lua ted for </„•, then the measu red temper ­

a tu re Tj, m u s t be re la ted to 'I'M- Also, the value of the i n s t an t a ­

neous heat t ransfer coefficient h is defined by 

// 
'In 

r, - T. 
T, -= T((, /) (2) 

where T, is the (known) fluid t e m p e r a t u r e . Hence , both I'M and 

7'2 must be re la ted to the measured t e m p e r a t u r e T\, 
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4f-

in which il is impl ied that t imes scales associa ted with the 

changing flow are large compared to diff'usional t ime scales into 

the skin. 

In add i t ion to the r equ i remen t given by condi t ion id), the re­

sul ts of T a b l e 1 show the design cri ter ion for the prac t ica l use of' 

the skin to m e a s u r e t r ans ien t flows: 

,.ff u)t 
o r r — 

r* 2a 1 (4) 

where 1/d or 1 v- is ind ica t ive of the t ime cons tan t or period, re­

spect ively, of the flow field. From T a b l e 1, when condi t ions (.3) 

and (41 are met , equa t ions (1) and (21 can, i n d e p e n d e n t l y of d or 

u;, be eva lua t ed lor 7'M and T-i from the known, measu red tem­

pe ra tu re 1\ t h r o u g h 3 

T T, 
1 (IT, 

and 

7', ^ T, 

6 dPl) 
f-

1 (IT, 

2 , , « / , 
Tijj-. 

(5) 

(6) 

Keen if condi t ion (I) is only weakly satisfied, the second order 

t e rms shown in T a b l e 1 are very smal l . In fact, for the r a m p they 

are ident ical ly zero; for the exponent ia l functions, they are ± 

l - '20d/ 2 /7i and ± 1 . 12 ,? / 2 / o for equa t ions (f>) and (til. respect ive-

A p p l i c a t i o n 

T h e foregoing resul ts were appl ied to the measu red t empera ­

ture response ob ta ined from the insu la ted th in hemispher ica l 

cons tant an skin ( m e m b r a n e ) shown in Fig. 1. T h e skin assembly-

was m o u n t e d flush wi th in the inner wall ol a s imu la t ed spherical 

combus t ion c h a m b e r into which a gas was injected th rough an or­

ifice from a smal le r u p s t r e a m c h a m b e r . T h e cold gas (i.e.. com­

bust ion absen t ) wall t h e r m a l c o n d u c t a n c e in the spherical c h a m ­

ber was then d e t e r m i n e d th rough equa t ion (21 bv the gas t empe r 

a tu re rise provided by compress ion hea t ing . T h e r m o c o u p l e re­

cordings at four prese lec ted skin locat ions (as in Fig. 1) disclosed 

only minor spa t i a l va r ia t ions when compared to (he overall tem­

poral response of the m e m b r a n e . 

Among the m a n y cases tested (2|, only one is herein considered 

for d e m o n s t r a t i n g the use of equa t ions (5) and Hi). Hel ium was 

allowed to flow from an u p s t r e a m c h a m b e r to the spherical down­

s t ream c h a m b e r with an Initial , respect ive pressure rat io of 1.99 

1. Under a d i a b a t i c condi t ions ibis flow was ca lcula ted to cease in 

0.019 sec. p roduc ing an a d i a b a t i c gas t e m p e r a t u r e rise of 59.9F 

(leg in the spher ical c h a m b e r . 

T h e ca lcu la ted curves lor I'M and 7'2 shown in Fig. 2 were de­

t e rmined from equa t ions (5) and (0) bv different ia t ing the fol­

lowing curve fit to t he measu red recording of 1\: 

J Equations o5i and ub can also be derived using the inverse sojuOon 
given fe. Burimraf |7|. 
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In the solution for the slab temperature field T(x, t), the bound­
ary value problem cannot accommodate both of the prescriptions 
of zero heat flux and specified (measured) temperature at x = 0. 
The procedure here is to use the zero heat flux condition at x = 0 
and determine the temperature field T(x,t)[6], including Ta and 
TM, for a particular history T% = T(I, t). The purpose of this pro­
cedure is to show that there exist certain limiting relationships 
for TM - Ti and T2 - T\ that are independent of the history T2 

and therefore useful in evaluating equations (1) and (2). Table 1 
summarizes the quasi-steady results when the skin is "thin" 
enough to assure that 

at » 1 (3) 

Transient Flow Heat Transfer 
Measurements Using The Thin-
Skin Method 

C. S. Landram1 

Introduction 
In determining steady, convective heat transfer, coefficients 

using the thin-skinned method, the instrumented body has typi­
cally been shuttled into a heated fluid flowing at a constant rate 
[1, 2].2 The distributed conductance often impressed parallel 
temperature gradients within the skin that Were usually more se­
vere than those normal to the skin's surface [1]. 

Recently a somewhat different application for the thin-skin was 
used to measure wall heat transfer during combustion [3]. In this 
application (a) the thermal conductance varied temporally owing 
to a transient flow field, and (b) thermal gradients parallel to the 
skin were not as important as those normal to its surface. The 
temperature gradient across the skin thickness was assessed to be 
a result of its thermal capacitance, as opposed, to the possible 
normal gradients caused by heat leakage to the substrate insula­
tion of the skin [4] or to temperature gradients caused by the 
thermocouple lead wire on the insulated surface of the skin [5]. 
This present note was motivated by the necessity to correct the 
measured data in reference [3] for the temperature variation 
through the thickness of the skin. 

Analys i s 
The skin is taken to be a one-dimensional slab of material per­

fectly insulated at x = 0 where the temperature Ti = T(0,t) is 
measured. The initial temperature of the slab To is uniform. In 
terms of the mean slab temperature TM the heat flux to the slab 
<7«i is given by 

-q* -*%*>* -pCH 
dTu 
dt (1) 

The last equality of equation (1) was derived by spatially inte­
grating the equation of heat conduction across the thickness I. If 
equation (1) is to be evaluated for g^, then the measured temper­
ature Ti, must be related to TM. Also, the value of the instanta­
neous heat transfer coefficient h is defined by 

h = • T2 = T(£, t) (2) 

where 7} is the (known) fluid temperature. Hence, both TM and 
Ti must be related to the measured temperature TV 

1 Member of Technical Staff, Sandia Laboratories, Livermore, Calif. 
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u2 

in which it is implied that times scales associated with the 
changing flow are large compared to diffusional time scales into 
the skin. 

In addition to the requirement given by condition (3), the re­
sults of Table 1 show the design criterion for the practical use of 
the skin to measure transient flows: 

a 2a 
« 1 (4) 

where 1//3 or 1/w is indicative of the time constant or period, re­
spectively, of the flow field. From Table 1, when conditions (3) 
and (4) are met, equations (1) and (2) can, independently of/} or 
a), be evaluated for TM and T2 from the known, measured tem­
perature Tithrough3 

Tu = T, +^ 
1 dTx 

6 d<?±) 

and 

T, = T, + K 
1 dT 
2 Mat\ 

(5) 

(6) 

Even if condition (4) is only weakly satisfied, the second order 
terms shown in Table 1 are very small. In fact, for the ramp they 
are identically zero; for the exponential functions, they are ± 
1/20 0P/a and ±1/12 pl2/a for equations (5) and (6), respective­
ly. 

Application 
The foregoing results were applied to the measured tempera­

ture response obtained from the insulated thin hemispherical 
constantan skin (membrane) shown in Fig. 1. The skin assembly 
was mounted flush within the inner wall of a simulated spherical 
combustion chamber into which a gas was injected through an or­
ifice from a smaller upstream chamber. The cold gas (i.e., com­
bustion absent) wall thermal conductance in the spherical cham­
ber was then determined through equation (2) by the gas temper­
ature rise provided by compression heating. Thermocouple re­
cordings at four preselected skin locations (as in Fig. 1) disclosed 
only minor spatial variations when compared to the overall tem­
poral response of the membrane. 

Among the many cases tested [3], only one is herein considered 
for demonstrating the use of equations (5) and (6). Helium was 
allowed to flow from an upstream chamber to the spherical down­
stream chamber with an initial, respective pressure ratio of 1.99/ 
1. Under adiabatic conditions this flow was calculated to cease in 
0,019 sec, producing an adiabatic gas temperature rise of 59.9F 
deg in the spherical chamber. 

The calculated curves for TM and T2 shown in Fig. 2 were de­
termined from equations (5) and (6) by differentiating the fol­
lowing curve fit to the measured recording of TV 

3 Equations (5) and (6) can also be derived using the 
given by Burggraf [7J. 

inverse solution 
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Table 1 Results of quasi-steady calculations for 
several choices of the temperature of the exposed 
surface of the slab 

Assumed Surface 
Temperature at 

IT2 - T0VV 

1 - e " * 

Pt 

c 3 i 

sin(wt + e} 

Calculated Quasi-Steady 
Temperature at x = 0, 

(Tj - TQWV 

e-0t 

" ^ 

»(-!). 

em 

„ * # 

A(o)sin[wt+e + S(o}] 

Calculated Mean. 
Slab Temperature 

( T M - V | V : 

.*J? 1 w 
'('-£) 
/ ' u * # 

# 
I 

/" Alxlsin 
0 [W+c+8(x)]dx// 

Series Expression 
for Difference " 

T 2 " T l 

* - * # • • • % 

dT 

1 2 2 d T 

Series Expression 
for Difference 

' T M L T I 

S[ 2()W / I d M 

1 " . 

iKl^-lf 

1 2 2 d T l 

) .w*":'4p) 
where A(s) = 1 - - | - [l - (jr)*] + . . . 

.010"CONSTANTAN 
MEMBRANE 

SPOT WELD 

.00l"CHROMEl 

Fig. 1 Intrinsic heat flux sensor and skin assembly. Only one of four 
thermocouple attachments is shown. 

T t - T 0 1 r N , a * 
• ' rr = 1 - eXp L - A. (— " a) - A ( 

o =0.313 

^ •=97 .3 SEC 

X = 0.1040 X=0.02475 

a)2] (7) 

.04 .06 • .08 .10' 
t , TIME AFTER INITIATION OF FLOW, SECONDS 

Fig. 2 Results ot particular application. Ordinates to the left, depicting 
TM and 7"2) are evaluated from equations (5) and (6). The ordinate to the 
right is the fractional first order error in the heat flux made by equating 
7'1 and 7*M. •. . ; 

where the numerical constants Ai, A2, a, and V for the case con­
sidered here are as shown in Fig. 2. Equation (7) was written for 
time scales greater than about 0.0125 sec, thus satisfying condi­
tion (3), and only those times are shown plotted in Fig. 2. 

For the case considered in Fig. 2, the gas-wall temperature dif­
ference is large (varying from about 40 to 60F deg) compared to 
the difference T2 - Tj (as much as about 1.6F,deg). Therefore, 
the denominator of equation (2) is not too sensitive to the neces­
sary inclusion of T2 - Ta to the measured temperature Ti in de­
termining Tt - T2. However, because of the indicated differentia­
tion of TM for determining the heat flux in equation (1), the nu­
merator of equation (2) must be carefully evaluated when making 
the necessary addition of the small difference TM - TV to the 
measurements of T±. In fact, the first order fractional error v in 
qw, which would result using Tt in equation. (1) rather than TM, 
is shown.in Fig. 2. . 

For the case of equation (7), the ratios of second to first order 
terms in the expressions for T2 - Tj and TM - Tj are given by 
%> and 9^/5, respectively. These ratios are negligibly small for 
times when the first order terms are appreciable; and in other 
times, the magnitudes of these ratios are unimportant. 
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Temperature Distribution 
Around a Moving Cylindrical 
Source 

R. Trivedi1 and S. R. Srinivasan2 

Introduction 
Temperature distributions around moving point and line 

sources have been obtained by Rosenthal [l],3 and the impor­
tance of such an analysis in understanding many practical prob­
lems in welding and solidification is well established in literature 
[2-4]. Many important problems, however, involve moving 
sources or sinks which are finite in size. In this communication, 
therefore, the Rosenthal treatment is extended to obtain temper­
ature distribution around a moving source whose shape corre­
sponds to a circular cylinder of infinite height and radius R. 

Analys i s 
The heat flow equation which governs the temperature distri­

bution around the moving source is 

at 
= a,V2T ( {i = 1,2), (1) 

where i = 1,2 represents the temperature fields outside and inside 
of boundary of the moving source and at is thermal diffusivity. 
We now consider the case in which the source is moving at a con­
stant velocity, in a direction normal to the axis of cylinder. As 
postulated by Rosenthal [1], such problems can be simplified by 
assuming . a quasi-stationary state in a coordinate system at­
tached to the moving source. The steady-state heat flow equation, 
in a moving coordinate system, is obtained as [2] -
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a ,V 2 r , + V-VT{ = 0 (2) 

We now define dimensionless Cartesian coordinates by dividing 
the dimensional coordinates by R. This gives for equation (2), 

*r , + 2Pi ^ = o (3) 

where the source is moving in the x direction and Pi = VR/2ai is 
the thermal Peclet number. 

We shall now obtain the solution of equation (3) under the 
boundary conditions that T = T™ as x ->• * and that along the 
boundary, the temperature profile is arbitrary but known. Such a 
solution for a cylindrical source is easy to obtain if dimensionless 
cylindrical coordinates (r,S) are used. In this coordinate system, 
the temperature distribution is obtained as [2] 

T, -T' = e-p '-rcosei/ l(r,e) (4) 

where T' is a constant temperature T„ for outside field and zero 
for inside field. The direction 0 = 0 corresponds to the direction of 
the source motion. The function 4i(r$) is governed by the differ­
ential equation 

V2ij)-p2ip=0 (5) 

The solution of equation (5) is obtained by the separation of vari­
ables method and the temperature field, Tlt outside the cylinder 
and the temperature field, T2, inside the cylinder are obtained as 

n=0 

Kn{pir) 

and 

T, = e'^'0036 

K„(Pi) 
cos 116 (6a) 

(66) 

where /„ and Kn are modified Bessel functions of first and second 
kind, respectively. The values of coefficients An and Bn are ob­
tained from the boundary condition along the moving cylindrical 
surface. 

We now consider a boundary condition such that the tempera­
ture profile can be analyzed into Fourier components. The tem­
perature profile is symmetric with respect to the Z axis, the di­
rection of motion of the source. Thus, along the boundary r = 1. 

T, = T, Tja-cos vB (7) 

Fig. 1 Temperature distribution around a moving cyl indrical source tor 
(a) p = 0 .1 , and (b) p = 1.0. The lines represent constant value of (T -
Tm)/(To ~ T„). The coordinate axes represent distances in the units of R, 
the radius of the moving cylinder. 
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where a,,, the Fourier coefficients of the boundary value, are 
known. Comparing equation (7) with equation (6a) at r = 1, we 
get 

EAn-cosn8 = -T^e"^osS + e ' i c o l » E a / c o s vQ 

The value of coefficient An is then obtained as 

i 4 B _ _ r < o iaj~'e(>i«>s9 c o s nB.de 

it o , 

+ — / e ' i M S E f l „ c o s t'0 cos «6-rf0 

A„ = -r.•£„•/„(/)!) + 4 f £<U/,,„(/>i) + W / ' i ) ] (8a) 

where . e„ = { 
1, n = 0 

2, « > 1 

Similarly, comparing equation (7) with equation (66), we get 

Bn = ^ ljav[lvtn(p2) + Iv.„(p2)] (86) 

The temperature distribution outside the inside moving cylin­
der is then given by equations (6a) and (66) in which the coeffi­
cients An and B„ are obtained from equations (8a) and (86), re­
spectively. 

If the moving cylinder is isothermal with temperature T0 on its 
surface, the coefficients A„ and B„ have simple values given by 
the expressions 

A„ = Cr0 - r J c / ^ i ) 

B„ = T0eJ„(p2) 

Discuss ion 
For an isothermal cylindrical surface, the inside temperature 

will be constant and equal to To. The temperature distribution in 
the outside region of the cylinder will depend on the velocity, or 
more precisely on the Peclet number pi. Fig. 1 shows isotherms 
around a moving cylinder for two growth conditions, viz. p = 0.1 
and 1.0. Note that for a stationary cylinder, the isotherms will be 
symmetrical around the source. However, as velocity is increased, 
the isotherms tend to bunch closer together in front and tend to 
spread apart in the rear of the source. As velocity is further in­
creased, the temperature profile in front of a moving cylinder be­
comes quite steep. The temperature profiles at 8 = 0 and 8 = x . 
directions are shown in Fig. 2. 

The present results can be profitably applied to the arc welding 
case in which a molten pool of liquid is present surrounding the 

source. Here the thermal diffusivity will be in liquid, a^-, and the 
extent of liquid pool will be given by the isotherm which corre­
sponds to the melting point of the solid. The temperature distri­
bution in solid can be calculated by using the thermal diffusivity 
in solid, a i s , and by considering temperature continuity at the 
solid-liquid interface. 

References 
1 Rosenthal, D., "The Theory of Moving Sources of Heat and Its Appli­

cation to Metal Treatments," TRANS. ASME, Vol. 68, 1946, pp. 849-866. 
2 Carslaw, H. S., and Jaeger, J. C, Conduction of Heat in Solids, Sec­

ond ed., Oxford, London, 1959. 
3 Trivedi, R., "Growth of Dendritic Needles From a Supercooled Melt," 

Acta Met., Vol. 18,1970, pp. 287-296. 
4 Crank, J., The Mathematics of Diffusion, Oxford, London, 1956. 

Solution of Anisotropic Heat 
Conduction Problems by Monte 
Carlo Procedures 

J. Padovan1 

Introduct ion 

Under certain circumstances, an engineering designer is some­
times faced with requiring the temperature at only a few isolated 
points of a given design configuration. In this context, since the 
general purpose finite element [l],2 as well as the classical finite 
difference techniques [2j, must treat the global thermal problem, 
the Monte Carlo procedure [3], which handles the problem from 
an individual point basis, may be used as an alternate solution 
procedure. With this in mind, this note is concerned with extend­
ing the, Monte Carlo [3] procedure to the solution of anisotropic 
heat conduction problems: For simplicity, using the floating ran­
dom walk technique of Haji-Sheikh and' Sparrow [3], only the 
steady-state Dirichlet problem will be considered herein. Based 
on this development, direct extensions are also possible for the 
mixed Dirichlet, Neumann and Cauchy problems for the steady-
state and transient problems, using both the fixed and floating 
random walk procedures. As will be seen from the results given 
herein, contrary to the isotropic treatment [3], as might be ex­
pected, thermal material anisotropy induces a directional prefer-
entiality for both the fixed and floating random walk procedures. 

Deve lopment 
For homogeneous fully anisotropic media, the governing steady-

state conduction equation takes the form [2] 

dlT 
:" dx.dx, 

Q = 0 (1) 

Following Haji-Sheikh and Sparrow [3], the basis of the aniso­
tropic form of the floating random walk may be deduced in terms 
of a Poisson integral type solution. For the given problem, due to 
the noncanonical form of equation (1) [4-6], such a solution is not 
directly available in the (x-y, x2, xz) space. Rather, the required 
integral representation must be obtained in a transformed space 
which reduces equation (1) to a canonical form. For the present 
note, this is achieved by transforming (x1: x2, x3) to the principal 
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where a,,, the Fourier coefficients of the boundary value, are 
known. Comparing equation (7) with equation (6a) at r = 1, we 
get 

EAn-cosn8 = -T^e"^osS + e ' i c o l » E a / c o s vQ 

The value of coefficient An is then obtained as 

i 4 B _ _ r < o iaj~'e(>i«>s9 c o s nB.de 

it o , 

+ — / e ' i M S E f l „ c o s t'0 cos «6-rf0 

A„ = -r.•£„•/„(/)!) + 4 f £<U/,,„(/>i) + W / ' i ) ] (8a) 

where . e„ = { 
1, n = 0 

2, « > 1 

Similarly, comparing equation (7) with equation (66), we get 

Bn = ^ ljav[lvtn(p2) + Iv.„(p2)] (86) 

The temperature distribution outside the inside moving cylin­
der is then given by equations (6a) and (66) in which the coeffi­
cients An and B„ are obtained from equations (8a) and (86), re­
spectively. 

If the moving cylinder is isothermal with temperature T0 on its 
surface, the coefficients A„ and B„ have simple values given by 
the expressions 

A„ = Cr0 - r J c / ^ i ) 

B„ = T0eJ„(p2) 

Discuss ion 
For an isothermal cylindrical surface, the inside temperature 

will be constant and equal to To. The temperature distribution in 
the outside region of the cylinder will depend on the velocity, or 
more precisely on the Peclet number pi. Fig. 1 shows isotherms 
around a moving cylinder for two growth conditions, viz. p = 0.1 
and 1.0. Note that for a stationary cylinder, the isotherms will be 
symmetrical around the source. However, as velocity is increased, 
the isotherms tend to bunch closer together in front and tend to 
spread apart in the rear of the source. As velocity is further in­
creased, the temperature profile in front of a moving cylinder be­
comes quite steep. The temperature profiles at 8 = 0 and 8 = x . 
directions are shown in Fig. 2. 

The present results can be profitably applied to the arc welding 
case in which a molten pool of liquid is present surrounding the 

source. Here the thermal diffusivity will be in liquid, a^-, and the 
extent of liquid pool will be given by the isotherm which corre­
sponds to the melting point of the solid. The temperature distri­
bution in solid can be calculated by using the thermal diffusivity 
in solid, a i s , and by considering temperature continuity at the 
solid-liquid interface. 
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Solution of Anisotropic Heat 
Conduction Problems by Monte 
Carlo Procedures 
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Introduct ion 

Under certain circumstances, an engineering designer is some­
times faced with requiring the temperature at only a few isolated 
points of a given design configuration. In this context, since the 
general purpose finite element [l],2 as well as the classical finite 
difference techniques [2j, must treat the global thermal problem, 
the Monte Carlo procedure [3], which handles the problem from 
an individual point basis, may be used as an alternate solution 
procedure. With this in mind, this note is concerned with extend­
ing the, Monte Carlo [3] procedure to the solution of anisotropic 
heat conduction problems: For simplicity, using the floating ran­
dom walk technique of Haji-Sheikh and' Sparrow [3], only the 
steady-state Dirichlet problem will be considered herein. Based 
on this development, direct extensions are also possible for the 
mixed Dirichlet, Neumann and Cauchy problems for the steady-
state and transient problems, using both the fixed and floating 
random walk procedures. As will be seen from the results given 
herein, contrary to the isotropic treatment [3], as might be ex­
pected, thermal material anisotropy induces a directional prefer-
entiality for both the fixed and floating random walk procedures. 

Deve lopment 
For homogeneous fully anisotropic media, the governing steady-

state conduction equation takes the form [2] 

dlT 
:" dx.dx, 

Q = 0 (1) 

Following Haji-Sheikh and Sparrow [3], the basis of the aniso­
tropic form of the floating random walk may be deduced in terms 
of a Poisson integral type solution. For the given problem, due to 
the noncanonical form of equation (1) [4-6], such a solution is not 
directly available in the (x-y, x2, xz) space. Rather, the required 
integral representation must be obtained in a transformed space 
which reduces equation (1) to a canonical form. For the present 
note, this is achieved by transforming (x1: x2, x3) to the principal 
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coordinates and subsequently introducing the appropriate coordi­
nate stretches. 

Since KU is a second order tensor, following the usual treatment 
[2], the principal coordinates are defined by 

yi = iijixj (2) 

such that the direction cosines ntJ satisfy the eigenvalue problem 

[ « u K,6 ( , .1H,. , = 0 (3) 

Using equation (2) in conjunction with the coordinate stretch 

a,. - V ( / f , / K i ) V j ( 4 ) 

equation (1) reduces to the usual isotropic form in (z\, z2, z3) 
space. For the Dirichlet problem of homogeneous two and three-
dimensional regions with radius R and centers fzio, Z20) and (zn). 
Z20. z-.io), respectively, the aforementioned steady-state Poisson 
integrals take the forms (3j 

2 D ; T O W J O ) - f I' T(R,0)+ f -- I dF(t» (5) 

3 D; r(zu,c2ll,c3a) 

= J ' f [ T(R,0,<b)+ | ~ - | dU(<p)dF(0) (6) 

In terms of equations (5) and (6), the probability distribution 
functions for the two and three-dimensional developments are 
given by 

2 -D ,F(0) = «/2ir; 3 -D,F(t)) =•- 0/271, U(c!>) 
= (1/2)(1 - e o s (/)) (7) 

These equations describe the probability distribution of the ran­
dom walking "particles" instantaneously situated at the centers 
of the circular (2-D) and spherical (3-D) regions preparing for 
their next step in 2 space. Referring to Fig. 1, transformed to x 
space, the circle and sphere map to 

r T 

~A 

p =•- 4 S" 

f — T 

i t 

X^INCH) 

.5 " " .5 

Fig. 2 Effects of pr incipal or ientat ion on temperature field 

2 - D ; /',/ 
3 - D ; ,1 

1,2 
1,2, 3 Rl = (Kl/Ki)(il,i\l V,-n)("ii-V| " Vj„) { 

Considering the two-dimensional case, the probabilistic inter­
pretation of equations (7) indicates that a random walking parti­
cle instantaneously at (zl0, z-zo) will step to a new position on the 
circumference of the surrounding circle, Fig. 1(a), in accordance 
with the probability F. In (xi, x2) space, the random walking par­
ticle steps to the elliptic curve, Fig. 1(6), defined by equation (8). 
As can be seen from the foregoing figures, the main effect of ma­
terial anisotropy is to induce a directional preferentiality on the 
random walking particle in x space. From the form of the elliptic 
curves described by equations (8) it follows that the greatest pref­
erence is in the coordinate direction associated with the maxi­
mum principal conductivity. Since every random walking particle 
has such a directional preference, the final temperature distribu­
tion in the 2-D x space will be distorted in the direction of maxi­
mum principal conductivity. Similar preferential distortions will 
occur for the three-dimensional problem as evidenced by the el­
lipsoidal surface, equation (8), surrounding the random walking 
particles in x space. Apart from the aforementioned distortions, 
the traditional floating random walk concept applies with no re­
vision necessary for the Dirichlet problem.3 

Discussion 
To illustrate the distortion to the temperature field induced by 

thermal material anisotropy, as well as the potential accuracy of 
the modified floating random walk type Monte Carlo procedure 
described herein, the following two-dimensional steady-state 
problem is considered. Recently, Radovan (5] developed a solution 
for the transient thermal response of an anisotropic half space 
subject to arbitrary surface conditions. For the purposes of the 
present discussion, the floating random walk procedure was used 
to evaluate the steady-state temperature distribution of the por­
tion of the half space described in Fig. 2. The boundary condi­
tions used for the procedure were given by the exact [5] steady-
state half space temperatures along the boundary edges described 
in Fig. 2. This figure also illustrates the temperature profile of the 
said region for the principal conductivity orientation defined by f) 
= 45 deg with respect to the half space surface. As can be seen, 
anisotropy causes significant asymmetries in the temperature 
profile. For all the calculations performed, the agreement between 
the floating random walk prediction and the exact solution was 
quite good. In general from 1500 to 4500 random walks were re-

l-B 
Fig. 1 Floating random walk for 2-D region 

3 The boundary represemaf ions developed by Haji-Sbeikh and Sparrow 
[3] are used herein. 
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quired to insure a d e q u a t e accuracy . 

S imi la r numer ica l resu l t s have also been ob ta ined using a mod­

ified version of the fixed r a n d o m walk p rocedure . In that case, 

due to the an iso t ropy of t h e conduc t iv i ty tensor , t he finite differ­

ence represen ta t ion of the conduc t ion equa t ion yielded direct ion-

ally d e p e n d e n t nodal p robab i l i t i e s ak in to those of t h e modified 

floating r a n d o m walk p rocedure descr ibed in the foregoing. 
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Turbulent Heat Transfer for 
Pipe Flow With Prescribed Wall 
Heat Fluxes and Uniform Heat 
Sources in the Stream 

B. T. F. Chung1 and L. C. Thomas1 

I n t r o d u c t i o n 

Turbu l en t heat t ransfer from fluid wi th in te rna l h e a t genera­

tion has recent ly received cons iderable a t t e n t i o n . T h i s a rea of 

s tudy is significant in the design of fluid-fueled nuc lear reactors , 

e lec t romagne t ic p u m p s , flow me te r s , and some chemica l process 

e q u i p m e n t . T h e prob lem of t u r b u l e n t gene ra t ing flow was first in­

ves t iga ted by Poppend iek [f p a n d fur ther s tud ied by o the r s [2-5], 

All of the earl ier theore t ica l ana lyses in th i s field have been based 

on the classical eddy dif lusivi ty model . However , t h i s app roach 

leads to exact so lut ions for the heat t ransfer coefficient or wall 

t e m p e r a t u r e tha t are too involved for engineer ing c o m p u t a t i o n s . 

In the present work, the s a m e problem will be a t t a c k e d by a dif­

ferent approach which m a k e s use of the pr inciple of surface re­

newal [6, 7]; e m p h a s i s will be placed on m o d e r a t e P r a n d t l n u m ­

bers. 

M a t h e m a t i c a l M o d e l 

Let us consider fully developed t u rbu l en t t ube flow of a Newto­

nian fluid in which a uniform heat per unit vo lume , Q is generat­

ed, wi th the t ube walls subjected to a cons tan t hea t flux, q0. 

Employ ing the s imple surface renewal and pene t r a t i on model and 

a s s u m i n g cons tan t fluid proper t ies , we m a y express the t empera ­

ture field for an ind iv idua l eddy in the vicini ty of the wall as 

a d6 
37 Q 

— o 0 

1\ at 9 

(1) 

(2) 

1 Department of Mechanical Engineering, The University of Akron, 
Akron, Ohio, 

2 Numbers in bracked designate References at end of technical brie!'. 
Contributed bv the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division. October 25. 1973. 

/ :...-, 7',, a s v ~ (4) 

where II is the i n s t a n t a n e o u s contact t ime and '!), is the bulk 

s t r eam t e m p e r a t u r e . i/o is assumed to be posit ive for heat t ransfer 

from the fluid to the wall. T h e solution to the foregoing sys tem of 

equa t ions gives rise to an expression for the i n s t a n t a n e o u s tern 

pe ra tu re profile of the eddy of the form 

/ - 7V - - - - ™ | 2 w i 7 ; ; - e x p ( Y2'Aau) ~1- , , , 
v pel: • v fY e r f r ( v \ 4a U) \ 

. y^ I ' V ^ L ^ e x p l , ]"'' „ 1,/vWo' (5) 
kii ' „ • „ v aJJi • a ) 4(v(o 0 ) 

T h e local mean wall t e m p e r a t u r e , '!'„, may be ob ta ined by use "I 

the raut lom contac t l ime d i s t r ibu t ion of Danckwer t s 1(11 as 

T„ Th (/„ 7',,) e x p ( T ),/( (6) 

where to is the i n s t a n t a n e o u s t e m p e r a t u r e at the wall and r is the 

mean l e s i d t m e t ime ot the eddies in u m t . u l with the wall. Com­

bining ( '(piatains ("I and (b) \ n Ids a smipli expression for the di 

mensioii less mean wall t e m p t i.H uie ot tin tm m 

!„ I, it '/ 
2,/ ,/f / (7) 

where (! = fa/n QI{ n = « ' />'"' and H i- tin l a d m s of the pipe. 

T h e mean resideiii e t u n e < an lit dt l< i lone 'd from the a d a p t a ­

tion of the s u r h u e l e n e u a l and p e n t t i ition model to m o m e n t u m 

transfer and is given b \ | 7 | 

2v 

lit*' 
(8) 

for Re > I" 4 ; " * is the friction velocity and / is the Fann ing fric­
tion factor [9], Wi th the aid of this expression, equa t ion (7) can 
be rewri t ten as 

'd 1 T« 16 _ I _ 
2,/,,/v7/,' G R e ^ P r RefCPr 

(9) 

Only the first term is re ta ined if </0 = 0, and only the second terns 

is r e ta ined if Q = 0. 

Discussion 
T h e numer i ca l resul ts of the present model are shown in Fig. 1 

with (1 a rb i t ra r i ly set equal to 0.5. No expe r imen ta l da t a exist 

on heat t ransfer for fluid subjected to s i m u l t a n e o u s heat flux and 

in ternal heal genera t ion . However, ana ly t ica l solut ions based on 

the eddy diflusivity model are ava i lab le |2. :)). Due to the com­

plexity of the exact solut ions . Michiyoshi and N a k a j i m a [3) also 

proposed an empi r ica l formula which has been repor ted to agree 

well with their exact solut ion. Th i s empir ica l equa t ion is shown 

by dashed lines on Fig. 1. Agreement between two models a p p e a r s 

to be fairly good. 

For (he case of zero wall flux, i.e., (! = 0, equat ion (9) yields a 

s imple expression for the a d i a b a t i c wall to bulk t e m p e r a t u r e dif­

ference of a generat ing, flow. T o the a u t h o r s ' knowledge, only two 

papers have been publ i shed which deal with the expe r imen ta l 

s tudy of heat t ransfer in the presence of heat sources in a fluid 

with m o d e r a t e P r a n d t l n u m b e r . The expe r imen t s by Poppend iek 

[1] and Kinney and Spar row | o | were carried out with su lphur ic 

acid solut ions and salt water , respect ively. Both papers presented 

exper imen ta l d a t a for fully developed ad i aba t i c wal l - to-bulk tem­

pera tu re differences. Pa ren the t i ca l ly , the pred ic t ions of reference 

[4] agree well with the expe r imen ta l da t a of reference | 5 | . Fig. 2 

compares the present model with da t a of Kinney and Spar row. 

The i r ana ly t ica l solut ions , which are based on an earlier analys is 

[2J are also inc luded . Al though d a l a sca t t e r is a problem, the 

eddy diflusivity model a p p e a r s to best correlate the da t a at high 

Reynolds n u m b e r s , while the surface renewal model is preferred 

at low Reynolds n u m b e r s . Clearly, more heat t ransfer da t a are 

needed before any posit ive conclusions can he d r a w n . 
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quired to insure a d e q u a t e accuracy . 

S imi la r numer ica l resu l t s have also been ob ta ined using a mod­

ified version of the fixed r a n d o m walk p rocedure . In that case, 

due to the an iso t ropy of t h e conduc t iv i ty tensor , t he finite differ­

ence represen ta t ion of the conduc t ion equa t ion yielded direct ion-

ally d e p e n d e n t nodal p robab i l i t i e s ak in to those of t h e modified 

floating r a n d o m walk p rocedure descr ibed in the foregoing. 
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Turbulent Heat Transfer for 
Pipe Flow With Prescribed Wall 
Heat Fluxes and Uniform Heat 
Sources in the Stream 
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I n t r o d u c t i o n 

Turbu l en t heat t ransfer from fluid wi th in te rna l h e a t genera­

tion has recent ly received cons iderable a t t e n t i o n . T h i s a rea of 

s tudy is significant in the design of fluid-fueled nuc lear reactors , 

e lec t romagne t ic p u m p s , flow me te r s , and some chemica l process 

e q u i p m e n t . T h e prob lem of t u r b u l e n t gene ra t ing flow was first in­

ves t iga ted by Poppend iek [f p a n d fur ther s tud ied by o the r s [2-5], 

All of the earl ier theore t ica l ana lyses in th i s field have been based 

on the classical eddy dif lusivi ty model . However , t h i s app roach 

leads to exact so lut ions for the heat t ransfer coefficient or wall 

t e m p e r a t u r e tha t are too involved for engineer ing c o m p u t a t i o n s . 

In the present work, the s a m e problem will be a t t a c k e d by a dif­

ferent approach which m a k e s use of the pr inciple of surface re­

newal [6, 7]; e m p h a s i s will be placed on m o d e r a t e P r a n d t l n u m ­

bers. 

M a t h e m a t i c a l M o d e l 

Let us consider fully developed t u rbu l en t t ube flow of a Newto­

nian fluid in which a uniform heat per unit vo lume , Q is generat­

ed, wi th the t ube walls subjected to a cons tan t hea t flux, q0. 

Employ ing the s imple surface renewal and pene t r a t i on model and 

a s s u m i n g cons tan t fluid proper t ies , we m a y express the t empera ­

ture field for an ind iv idua l eddy in the vicini ty of the wall as 
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where II is the i n s t a n t a n e o u s contact t ime and '!), is the bulk 

s t r eam t e m p e r a t u r e . i/o is assumed to be posit ive for heat t ransfer 
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T h e local mean wall t e m p e r a t u r e , '!'„, may be ob ta ined by use "I 

the raut lom contac t l ime d i s t r ibu t ion of Danckwer t s 1(11 as 

T„ Th (/„ 7',,) e x p ( T ),/( (6) 

where to is the i n s t a n t a n e o u s t e m p e r a t u r e at the wall and r is the 

mean l e s i d t m e t ime ot the eddies in u m t . u l with the wall. Com­

bining ( '(piatains ("I and (b) \ n Ids a smipli expression for the di 

mensioii less mean wall t e m p t i.H uie ot tin tm m 

!„ I, it '/ 
2,/ ,/f / (7) 

where (! = fa/n QI{ n = « ' />'"' and H i- tin l a d m s of the pipe. 

T h e mean resideiii e t u n e < an lit dt l< i lone 'd from the a d a p t a ­

tion of the s u r h u e l e n e u a l and p e n t t i ition model to m o m e n t u m 

transfer and is given b \ | 7 | 

2v 
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for Re > I" 4 ; " * is the friction velocity and / is the Fann ing fric­
tion factor [9], Wi th the aid of this expression, equa t ion (7) can 
be rewri t ten as 
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Only the first term is re ta ined if </0 = 0, and only the second terns 

is r e ta ined if Q = 0. 

Discussion 
T h e numer i ca l resul ts of the present model are shown in Fig. 1 

with (1 a rb i t ra r i ly set equal to 0.5. No expe r imen ta l da t a exist 

on heat t ransfer for fluid subjected to s i m u l t a n e o u s heat flux and 

in ternal heal genera t ion . However, ana ly t ica l solut ions based on 

the eddy diflusivity model are ava i lab le |2. :)). Due to the com­

plexity of the exact solut ions . Michiyoshi and N a k a j i m a [3) also 

proposed an empi r ica l formula which has been repor ted to agree 

well with their exact solut ion. Th i s empir ica l equa t ion is shown 

by dashed lines on Fig. 1. Agreement between two models a p p e a r s 

to be fairly good. 

For (he case of zero wall flux, i.e., (! = 0, equat ion (9) yields a 

s imple expression for the a d i a b a t i c wall to bulk t e m p e r a t u r e dif­

ference of a generat ing, flow. T o the a u t h o r s ' knowledge, only two 

papers have been publ i shed which deal with the expe r imen ta l 

s tudy of heat t ransfer in the presence of heat sources in a fluid 

with m o d e r a t e P r a n d t l n u m b e r . The expe r imen t s by Poppend iek 

[1] and Kinney and Spar row | o | were carried out with su lphur ic 

acid solut ions and salt water , respect ively. Both papers presented 

exper imen ta l d a t a for fully developed ad i aba t i c wal l - to-bulk tem­

pera tu re differences. Pa ren the t i ca l ly , the pred ic t ions of reference 

[4] agree well with the expe r imen ta l da t a of reference | 5 | . Fig. 2 

compares the present model with da t a of Kinney and Spar row. 

The i r ana ly t ica l solut ions , which are based on an earlier analys is 

[2J are also inc luded . Al though d a l a sca t t e r is a problem, the 

eddy diflusivity model a p p e a r s to best correlate the da t a at high 

Reynolds n u m b e r s , while the surface renewal model is preferred 

at low Reynolds n u m b e r s . Clearly, more heat t ransfer da t a are 

needed before any posit ive conclusions can he d r a w n . 
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Fig. 1 Dimensionless bulk-to-wall 
generating pipe flow 

temperature differences of a heat 

In the case of no in terna l heat genera t ion , i.e., (> - ™, equa­

tion (9) corre la tes fairly well with the expe r imen ta l d a t a lor air 

[8] for wal l - to-bulk t e m p e r a t u r e difference. T h e present predic­

t ions are paral le l to the d a t a , but slightly lower. T h i s is due to 

the a s s u m p t i o n m a d e in the analysis tha t the eddy t e m p e r a t u r e 

at the first ins tan t of renewal t,, is set equal to the bulk s t r eam 

t e m p e r a t u r e , 1),. 

Since equa t ions (7) and (9) are derived on the basis of the as ­

s u m p t i o n tha t eddies move into direct contac t wi th the wall and 

t, = 7>>, the app l i ca t ion of the present ana lys i s is res t r i c ted to mod­

era te P r a n d t l n u m b e r s . It should be po in ted out t h a t the as­

sumpt ion tha t eddies can be considered as semi- inf ini te in ex ten t 

further res t r ic t s the present analys is to the eva lua t ion of wall 

t e m p e r a t u r e (not t e m p e r a t u r e profile) for cases in which in te rna l 

heat genera t ion is involved. 

C o n c l u s i o n 

An analys is has been presen ted to e s t i m a t e heat t ransfer char­

acter is t ics for t u r b u l e n t fully developed flow with cons tan t heat 

genera t ion in the fluid and uniform heat flux at the t ube wall. 

T h e present model a p p e a r s to be m u c h s impler t h a n the earl ier 

eddy diffusivity mode l s . T h e expression of d imens ion less wall to 

bulk t e m p e r a t u r e difference der ived on the basis of the present 

analysis is easy to use while the resul ts are in reasonab le agree­

ment with the ava i lab le d a t a . Al though the pred ic t ions for adia-
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Fig. 2 Comparison between the experimental data (5] and the predicted 
dimensionless adiabatic wall-to-bulk temperature differences 

bat ic wal l - to-bulk t e m p e r a t u r e difference based on the surface re­

newal and eddy diffusivity mode l s are not in comple te agreement 

throughout the en t i re r ange of Reynolds n u m b e r s , the t rends and 

the orders of m a g n i t u d e are cons i s ten t . 
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