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Local and Average Transfer
Coefficients for One-Row Plate Fin
and Tube Heat Exchanger
Configurations

The analogy between heat and mass transfer has been used to obiain local and average
transfer coefficients for a one-row plate fin and tube heat exchanger configuration. The
mass transfer experiments were performed using the naphthalene sublimation technigue.
A heat exchanger passage was modeled using naphthalene plates; spacer disks simulated
the tubes. Detailed measurements of the surface elevation of the naphthalene plates
were made before and after a data run. and this enabled evaluation of the local transfer
coefficients. Average transfer coefficients were determined both by surface integration of
the local mass transfer or by weighing the test plate with a precision balance, the two
methods gave results that agree within one or two percent. The local measurements revealed
high values of the transfer coefficient on the forward part of the fin due to the presence
of developing boundary lavers. In addition, owing to a natural augmentation effect
caused by a vortex svstem which decelops in front of the tube, there are very high fin
transfer coefficients in a ['-shaped band that rings the tube. The effect of the vortex svs-
tem is more pronounced at higher Revnolds numbers. Relatively low transfer coefficients
are encountered on the portion of the fin that lies downstream of the minimum flow cross
section. The coefficients are especially low in the region behind the tube.

Introduction

Heat exchange devices that consist of a set of parallel plates
and an arrav of tubes passing perpendicularly through the plates
are commonly emploved in engineering applications, for example,
air conditioning machines. Such devices are often referred to as
plate fin and tube heat exchangers. In addition. these heat ex-
changers are designated as single row or multi-row depending
upon the number of rows of tubes that are encountered bv the
fluid passing between the plates. The present paper is concerned
with the transfer characteristics of single row exchangers.

In view of the wide-spread use of plate fin and tube heat ex-
changers, it is remarkable that so little information about their
heat transfer characteristics is available in the published litera-
ture. For single-row exchangers with plane fins, rthe most exten-
sive set of results is due to Shepherd {1].} The heat transfer infor-
mation presented by Shepherd is in the form of average air-side
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transfer coefficients and transfer rates. These transfer coefficients
were evaluated without account being taken of the role of the fin
efficiency (i.e.. nonuniform fin temperatures) and, in addition,
there are other uncertainties in the data reduction procedure
which will be discussed later. The most dense fin arrangement in-
vestigated by Shepherd was 11 fins per in. Gebhart [2] has also
reported some average heat transfer results for the plane fin case
in conjunction with a study of fins having slots, holes, and tabs.
Bunge [3] gave results for two single-row plane fin units, arranged
one behind the other. with a variable open space between.

Quite apart from the available average transfer coefficients and
their possible limitations with respect to parameter ranges and
accuracy, it is also relevant to note that local transfer coefficients
on the fin surface are altogether unavailable. The absence of such
information is understandable in view of the formidable difficul-
ties of measuring local heat transfer rates and temperatures on
fin plates that are tvpically 0.15 mm (0.006 in.) thick and are
separated by about 1’2 mm (0.060 in.) from adjacent fins.

In the present research, local transfer coefficients on the fins of
a one-row fin and tube heat exchanger configuration have been
obtained by means of the analogy between heat and mass trans-
fer. Average transfer coefficients were also determined. The mass
transfer experiments were performed utilizing the naphthalene
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been em-
within the

sublimation technique. Although this twhx ique has
ploved in a variety of research problems, it has not,
knowledge of the authors, been applied to obtain guantitative
data for local transtfer coefficients in complex three-dimensional
flows of the tvpe encountered here. Due recognition should, how-
to Fukui and Sakamoto 4] who used the tech-

nique to get average transfer coefficients and qualitative local in-

ever, be accorded

formation for multi-row fin and tube heat exchanger configura-
tions . ?

To employ the method. naphthalene plates were cast in a spe-
clally designed mold which, together with the casting technique
itself, ensured that the plate surfaces would possess a high degree
of flatness. A
lar disks, f

spaced apart by a row of circu-
The disks play
the same role with respect 1o the {low field between the plates as
do the tubes in an actual fin and tube heat exchanger. Painstak-
ing measurements of the surface contour of the naphthalene

pair of such plates,

formed the mass transfer test section,

plates betore and after a test run were made with a sensitive dial
applied to account for natural
that occurred during

gage. Corrections were carefully
convection sublimation from the surfaces
the time required for the contour measurements and for setting
up the equipment.

The net change in local elevation of the naphthalene surtace re-
sulting from the maszs transfer during a test run was determined
measurements and the corrections and, from

rates and transfer coefficients were

from the contour
this,
evaluated.
grated over the surface of the

An alternative and fully independent determina-

the local mass transfer
the local changes in elevation were inte-
plates in order to vield the overall

In addition,

mass transfer
tion of the overall mass transfer was made by direct welghing
The results obtained from the surface-
measure-
ments were compared and found to agree remarkably well (1 or 2
percent).

The experimentally determined local and average transfer coef-

with a sensitive balance.

integrated local mauss transfer and from the balance

ficients will be presented in dimensionless form in terms of the
Sherwood number, which is the mass transfer analogue of the
Nusselt number, the Sherwood num-
bers can be converted to Nusselt numbers by employing the anal-
ogv between heat and mass transfer.

It is interesting to preview certain noteworthy aspects of the re-
mav be made
a winter snowstorm which

As will be discussed later.

sults by calling attention to an observation which

outside the laboratorv. During or after

has been accompanied by wind. one may observe that the snow
has been swept away from an annular region at the base of a tree,
The hvdrodvnamic conditions which are responsible for the
sweeping action are expecied to be operative as the flow impinges
on the tubes in a fin and tube heat exchanger. Consequently, ad-
jacent to a tube, one might expect to find a band of verv high fin
coefficients. This expectation i3 verified by the mass
that will be reported later.
diagram of the physical

transfer
transfer results

A schematic problem under study is

2 Recognition should also be given to Kruckels [9] who emploved a mass
transfer method based on photometric measurements. kruckels” paper
contains fragmentary local transfer coeflicient information

j
A
Ma
-
N

@0@(1

X It..

\O\

Schematic of one-row plate tin and tube heat exchanger configu-

Fig. 1
ration

presented in Fig. 1. The upper sketch is a general pictorial view of
a one-row plate The
lower sketch ix a plan view of the configuration that was studied

fin and tube heat exchanger configuration.
in the present investigation. As seen therein. the tube arrav was
modeled by four full tubes and by two half tubes situated at the
two ends of the span.
of the symmetry zones which repeats across the span of the fins,

Fig. 1 also contains dimensional nomenclature as well as the
x,v coordinates that will be used to identifv positions on the sur-
face of the fin. Although the actual dimm\sinm ho L, S and ) of
the fest apparatus will be indicated shortly, it is relevant to note
that the results have a much more general appli(-ahility when the
The dimenxion-
less parameters which govern the results mav be written ax

oL g
D’D D
The dimension ratios for the prs:sent test apparatus were h[) =
0.193, 8/ = 25, and L/ = 216,
present-day heat exchangers om-oun!ered i air conditioning ap-

The region enclosed by dashed lines is one

parameters are expressed in dimensionless terms.

Se or Pr

These values are typical of

The results presented herein should be applicable to
same range

plications.
heat exchangers where
(but not necessarily identical) to those stated in the foregoing.
The a('mal values of the apparatus dimensions are: A = 0.165 cm
(0.065 in.), D = 0.853 em (0.336 in.}, 8 = 2,15 cm (0.845% in.)
L= 181<m(();‘)4in)

The Revnolds number may be detined in various wavs and. in-
deed, numerous definitions appear in the heat exchanger litera-
ture. For the Kays and London definition [5] (see Re definition in
equation (12)). the range is from about 150 to 1270, Once again,

the dimension ratios are in the

and

this range is relevant to present-day air-conditioning machines. In
terms of the usual channel Revnolds number (hvdraulic diameter
equal to twice the channel height), the range is very nearlv the
same as the aforementioned.

The Schmidt number for naphthalene mass
2.5. Since the Schmidt number plavs a role

transfer to air is
to the
Prandtl number, the scaling of the results from 2.5 to 0.7 (Prandtl
power law represvma-

analogous

number for air) can he accomplished by a
tion.

Test Apparatus and Experimental Methods
The description of the experimental apparatus is facilitated by
reference to Fig. 2. is a schematic side view of

As shown therein, air

which the test sec-

tion. from the laboratory room is drawn

Nomenclature

I} = tube diameter M = surface integrated mass transfer
1)y = hvdraulic diameter. equation (8} rate to = duration time of a data run
wo= diffusion coefficient Pr = Prandtl number v.v = surface coordinates, Fig. 1
h = spacing between plates Re Reynolds number, equation (12) & = local sublimation depth
K = local mass transfer coefficient, 5 = distance hetween tube centers = kinematic viscosity

equation (5) S¢ = Schmidt number pno = bulk concentration of naphthalene

average mass transfer coefficient, Sh = local Sherwood number, equation vapor

equation (9) o (6) puae = wall concentration of naphthalene
L = streamwise length of channel sh = average Sherwood number. equa- vapor
m = loeal rate of mass transfer/area tion (11) ps = density of 2olid naphthalene
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into the channel formed by the naphthalene plates. Upon tra-
versing the length of the channel, the air exits to a plenum cham-
ber from which it passes successively to a flow meter and a blow-
er, and is finally ducted to an exhaust system which discharges to
the atmosphere at the roof of the building.

At the upstream end of the test section, the naphthalene plates
rest in a slot cut into a baffle. The upstream edge faces of the
plates were carefully aligned with the upstream face of the baftle
in order to provide a continuous surface. To ensure against extra-
neous mass transfer during the course of a data run, all surfaces and
edges of the naphthalene plates were covered by a pressure sensi-
tive tape, except for the pair of parallel surfaces which bound the
air flow channel. These surfaces were left exposed along an axial
length 0 = x < L, but were covered downstream of x = L. The
downstream region (x > L) was designed to be available for sub-
sequent multi-row studies.

The placement of the blower downstream of the test section,
rather than upstream, was a purposeful decision intended to
avoid uncertainties in the results. Had the blower been upstream,
preheating of the air prior to its entry into the test section might
have occurred, thereby causing a temperature rise. The vapor
pressure of the naphthalene (which is the driving force for the
mass transfer) is very sensitive to temperature level, with the
variation being about 10 percent per deg C at room temperature.
Therefore, deviations from temperature uniformity could well
have altered the mass transfer results.

To ensure well defined thermal conditions, the naphthalene
plates, sealed between glass with a plastic outer wrap, were left in
the laboratory room (itself temperature controlled) for a period of
24 hours prior to a test run. Preliminary air flow experiments in
which thermocouples were embedded in a naphthalene plate ad-
jacent to the subliming surface indicated that the latent heat re-
quirements of the sublimation process were too small to cause a
depression of the surface temperature. Furthermore, the use of
the building exhaust system ensured against the presence of
naphthalene vapor in the laboratory room, so that the air enter-
ing the test section was also naphthalene-free.

The naphthalene plates used in the experiments were cast in a
mold that had been painstakingly fabricated to provide castings
with surfaces which were very smooth, flat, and parallel. The me-
tallic components of the mold, stainless steel plates, and brass
bars, were subjected to a succession of hand polishing and lap-
ping operations which produced a mirror finish. When assembled,
the mold had the form of a rectangular cavity whose top was left
open for pouring the molten naphthalene. Once poured, the naph-
thalene was allowed to solidfy under air cooling conditions. Re-
moval of a cast plate was accomplished by hammer blows on
strategic positions on the mold.

The resulting naphthalene test surfaces were smooth, flat, and
parallel to a degree that no further machining or finishing opera-
tions were necessary. Furthermore, lubricants were never used to
facilitate the removal of the plates from the mold. Each test plate
was cast from fresh (i.e., previously unused) reagent grade naph-
thalene, and all implements associated with the casting proce-
dure were kept scrupulously clean. The test surface was never
touched subsequent to unmolding. In view of these procedures
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Fig. 2 Schematic side view of the test section
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and precautions, it can be assumed with confidence that the test
surfaces of the naphthalene plates were free of contamination.

Further details relating to the fabrication of the mold, the cast-
ing procedure, and the subsequent handling techniques are avail-
able in [6].

The circular disks used to model the tubes were made of delrin,
a free-machining plastic. The disks were fitted with pins which
mated with holes drilled into the surfaces of the naphthalene
plates, thereby ensuring proper positioning. Since the thickness of
the disks controlled the channel height h, they were hand finished
to a tolerance of 0.0125 mm (0.0005 in.) to ensure channel height
uniformity.

Whereas the disks served to establish the proper hydrodynamic
conditions found in an actual fin and tube configuration, they did
not participate in the mass transfer process. The dimensions D
and h of the disks (defined in Fig. 1) have already been stated at
the end of the Introduction. From the data given there, one can
calculate that the surface area of the disks (i.e., the transfer sur-
tace) is only about 6.5 percent of the transfer surface of the fins. It is
believed that the nonparticipation of the disks in the mass transfer
process does not have an important influence on the fin transfer
coefficients.

The contour of the naphthalene surface was measured both be-
fore and after a data run by a precision dial gage whose smallest
scale division was 0.00005 in. (~0.001 mm). The dial gage was
mounted on a fixed strut that overhung a movable coordinate
table. The coordinate table enabled the surface to be indepen-
dently traversed in two directions {i.e., the x and v directions) in
the horizontal plane. The traversing was controlled by microme-
ter heads which could be read to 0.002 mm (~0.0001 in.). During
the contour measurements, the naphthalene plates were held
firmly against the coordinate table by flat springs.

Surface profile measurements made during preliminary data
runs verified the expected spanwise symmetries. Consequently,
measurements for all final data runs were confined to the typical
section outlined by dashed lines in the lower diagram of Fig. 1.
Contour measurements were made at as many as 250 discrete
locations.

The overall mass transfer was measured with a Mettler preci-
sion balance capable of discriminating to within 0.05 mg for spec-
imens having a mass up to 200 g. Measurements of the flow rate
through the test section were made with a calibrated rotameter
and, for corroboration, with a gas meter connected in series. Typ-
ically, the gas meter reading divided by the duration time of a
test run was within 1 or 2 percent of the rotameter reading.

The temperature of the air entering the test section was sensed
by a precision-grade laboratory thermometer that could be read
to 0.1 deg C. A digital timer was used to measure the duration of
a data run as well as the times required for setting up the experi-
ment and for executing the surface contour measurements. The
latter times were employed in evaluating natural convection cor-
rections.

Data Reduction Procedure

The local rate of mass transfer at any surface location on the
naphthalene plates can be evaluated from the local change of sur-
face elevation in conjunction with the duration time of the re-
spective data run. The change of elevation will be referred to as
the sublimation depth é and, for the present experiments, 4 =
6(x,v). The surface distribution of § was determined by differenc-
ing the measured surface elevations before and after a data run,
and subsequently applying three corrections that will now be dis-
cussed.

One of the corrections accounted for the sublimation mass
transfer during the period when surface contour measurements
were being made on the coordinate table. Auxiliary experiments
with the plate positioned on the coordinate table were performed
to provide input information for these corrections. The second
correction was to account for sublimation during the set-up time
for a test run and, also for these corrections, in situ experiments
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were carried out to obtain quantitative input data. In making
both of the aforementioned corrections, records were kept of the
time during which the extraneous mass transfer occurred.

To motivate the third correction, it is relevant to note that the
surface-averaged sublimation depth during the course of a data
run was only about 0.025 mm (0.001 in.), this limitation being
imposed to avoid significant changes in channel dimensions and
geometry. Furthermore, in spite of precautions and mechanical
aids, it is not possible to position, remove, and then reposition a
given plate on the coordinate table to yield precisely identical ele-
vation readings at a given x,y coordinate setting. For example,
the force with which the plate is pressed against the table during
the positioning process may have a slight influence. Fortunately,
any such elevation changes may be accounted for by making use
of reference points on the naphthalene plates which do not partic-
ipate in the mass transfer process. Such reference points include
the area covered by the delrin disks and, in addition, the surface
area of thin aluminum shims positioned just downstream of the
fin trailing edge. Before and after dial gage measurements at the
reference points enabled an accurate accounting of elevation dif-
ferences due to positioning.

The detailed procedures for making the corrections are de-
scribed in [6]. The accuracy of the corrections is attested to by
the consistent 1 to 2 percent closure of the mass balances.

The surface profile measurements, corrected as described in the
foregoing paragraphs, yielded the surface distribution of the sub-
limation depth é(x,v). Then, using the density p; of the solid
naphthalene (o, = 1.145 [7]) and the measured duration time tg
of a data run, the local rate of mass transfer m per unit area was
evaluated from

wile,v) = paly, v)/h (1)

The basic input data for equation (1), 4 and to, are available in
the Appendix of [6] for all test runs.

To define transfer coefficients, it is necessary to employ a con-
centration difference whose role is analogous to the temperature
difference used in the definition of the heat transfer coefficient.
Let pn .. represent the concentration of naphthalene vapor at the
wall and p, »x be the bulk concentration of naphthalene vapor in
the airflow passing through the cross section x = x. For determin-
ing pn.e, the vapor pressure—temperature relation for naphtha-
lene can be employed. The Sogin [8] vapor pressure correlation,
which was used here, is

10g 4Py, = 11.884 — (6713/T,) (2)

where p, . is in lb/ft? and T, is in deg R. With p, . from equa-
tion (2), pn.w was evaluated from the perfect gas law (molecular
weight of naphthalene vapor = 128.17).

To facilitate the calculation of the bulk concentration p, »x, We
first evaluate the rate of mass transfer from the fin surface be-
tween x = 0 and x = x. This quantity, denoted by M(x), is given
by

M) = 2\{ {W"S/EH'I(.\’,k\')d}\'}(lx (3)

X
0 y=0

The factor 2 multiplying the integral takes account of mass trans-
fer from both of the fins which bound a channel. The v integra-
tion extends over the range from 0 to S/2, thereby spanning the
typical element delineated by the dashed lines in the lower di-
agram of Fig. 1. For points x,¥ that lie on the part of the fin that
is blocked out by the tube, the integrand m(x,y) is set equal to
zero. .
Then, once M is known, g, »x follows as

[)n,b,t - pnyb() + A.[()l)/(;) (4)

in which § is the volume flow passing through the typical ele-
ment (Fig. 1). Owing to the minute amounts of naphthalene that
are sublimed, § is constant throughout the test section and equal
to the volume flow of air. The quantity p, e is the bulk concen-
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tration of naphthalene vapor in the air entering the exchanger. In
the present investigation, p, »e = 0.

On the basis of the foregoing paragraphs. a local mass transfer
coefficient K can be defined as
Hilx, V)

K(v,v) = (5)

f)n' w pn,b\’
A dimensionless representation can then be made by introducing

the local Sherwood number Sh
Sh = KD,/ w (8)

in which © is the diffusion coefficient and D), is the hvdraulic di-
ameter. The diffusion coefficient can be expressed in terms of the

Schmidt number Sc as follows
Se = v/w or % = v/Sc (N

The Schmidt number is 2.5 [8], and the kinematic viscosity v can
be evaluated as that tor pure air.

The hydraulic diameter can be defined in various ways. Here,
we use the London and Kays definition and notation [5]

D, = 4A,L/A (8)

where A, is the minimum flow area, L the streamwise length, and
A the transfer surface area. In terms of the present dimensions
(Fig. 1), the Dy of equation (8) can be evaluated as

45 — DL
2[SL — (#D*/4)] + 7Dk

D, - (Ba)

h

The lateral surface area =Dh of the tubes has been included in
the denominator of equation (Ba) to facilitate direct application
of the Sherwood number results to analogous heat transfer situa-
tions. The quantity h appearing in (8a) was evaluated as the av-
erage of the initial and final channel heights.

An average mass transfer coefficient K and average Sherwood
number Sh can also be introduced. Let M, be the overall rate
of mass transfer® and A; be the corresponding fin surface area.
Then,

7 (Mig100/Ap) ©)
(B

inwhich (Ap,) . is the log-mean concentration difference given by

(AP) . (pn, w pn,bﬂ) - (pn, w anbL)

= (10)
In (pn, w f)n,b())/'/</)n, w pn,bL)

For most of the Reynolds number range of the experiments, the
log-mean Ap, was very nearly equal to the arithmetic mean Jp,.
The extreme difference between the two was 2% percent at the
lowest Reynolds number. The average Sherwood number then fol-
lows as

ﬁ = [_\:1),,// By (11)

The Sherwood number results will be parameterized by the
Reynolds number. The primary Reynolds number definition to be
used here is that of London and Kays [5]

Re = D,G/v (12)

where (G is the mass velocity based on the minimum flow area
and D) is from equation (8a). Different Reynolds number defini-
tions may be preferred by other investigators. The relationship of
other Reynolds numbers to the Re of equation (12) is listed in
Table 1. The last of the definitions in Table 1 is that for a paral-
lel-plate channel.

Both the local and average Sherwood number results can be

3 Typically, the overall mass transfer from one plate during a data run
was about 50 mg. The duration time of a run varied from about 35 to 80
min, depending on the Reynolds number.
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Table 1 Reynolds number relationships

l} Basis for ¢ D, Re,/Re
1 minimum area D 3.87
2 Channel area D 2.32
3 Channel area h 0.46
4 Channel area 2h 0.91

converted to Nusselt number results by emploving the analogy
between heat and mass transfer. According to the analogy

Sh = C/;(Re)Sc” and Nu = Cifi(Re)Pr" (13)
Sh = C,f,(Re)Se™ and Nu = G, fh(RePr™ (14)
From these, it follows that
Nu = (Pr/Sc)"Sh (15)
and
Nu = (Pr/Se)"Sh (16)

The exponents m and n are either % or 0.4, depending on the cor-
relation that is used. To convert the present results for applica-
tion to heat exchangers in which air is the flowing fluid, the Sher-
wood numbers would be multiplied by the ratio (0.7/2.5) raised
either to the Y5 or 0.4 power.

Before leaving this section, it is relevant to call attention to the
boundary conditions of the present experiments. Since the naph-
thalene surfaces are isothermal, the concentration of naphthalene
vapor at the wall is uniform (i.e., pn . is the same at all surface
locations). According to the analogy between heat and mass
transfer, the vapor concentration at the wall plays the same role
in the mass transfer problem as does the wall temperature in the
heat transfer problem. Therefore, the present mass transfer ex-
periments correspond to heat transfer from isothermal fins, that
i, to heat transfer fins whose efficiency 5 is equal to one.

This is a fortunate outcome, since it is current practice to cor-
rect and standardize heat exchanger results so that they are re-
ferred to fins having an efficiency of one. Such corrections need
not be applied to the present results inasmuch as they already
pertain ton = 1.

Results and Discussion

A presentation of representative results for the distribution of
local transfer coefficients on the fin surface is given in Figs. 3, 4,
and 5, respectively, for Reynolds numbers of 1271, 648, and 214
(Re is defined by equation (12)). Similar results for other Reyn-
olds numbers in this range are available in [6]. The local Sher-
wood numbers presented in these figures can be converted to local
Nusselt numbers by employing equation (15). Each of Figs. 3, 4,
and 5 1s made up of a number of graphs, with each graph corre-
sponding to a given streamwise station characterized by x/L. The
graphs are arranged with the smallest x/L results at the lower left
and largest x/L results at the upper right. Values of x/L < 0,269
denote fin locations upstream of the tube, whereas x/L > (.731
denotes locations downstream of the tube. The station of mini-
mum air flow cross section is x/L = 0.5.

The ordinate variable is the local Sherwood number. Each
graph has its own ordinate scale as is needed to accommodate the
local values of the Sherwood number. The abscissa variable for
each graph is the spanwise coordinate y made dimensionless by
the half-spacing S/2. Thus, each graph portrays the spanwise dis-
tribution of the Sherwood number at a given axial station.

Attention will first be turned to Fig. 3, which is for the highest
of the Reynolds numbers investigated. The results of Fig. 3 will
be discussed by starting at the smallest x/L (lower left) and pro-
ceeding downstream to successively larger values of x/L. At the
first axial station (x/L = 0.059), the flow is in the regime of
boundary layer development and the transfer coefficients are,
therefore, relatively high. The blockage of the channel resulting
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from the presence of the tube is seen to have a precursive effect
by inducing a spanwise variation of the transfer coefficients. At
the next two axial stations, the diminution of the transfer coeffi-
clents with streamwise growth of the boundary layers is in evi-
dence.

At the fourth station (x/L = 0.221), one encounters a peak in
the transfer coefficient distribution. This peak is a manifestation
of a vortex pattern which develops in front of the tube and is
swept around the side by the flowing fluid. In this connection, it
may be noted that inspection of the surface of the naphthalene
plate after a data run indicated the presence of U-shaped grooves
adjacent to each tube. For the Reynolds number of Fig. 3, there
were two grooves, one within the other. Both grooves were
wrapped around the tube, with the closed end of the U upstream
of the tube and the open end downstream.* These grooves were
indicative of the high local mass transfer rates associated with
the aforementioned vortex pattern. The peak evidenced in Fig. 3
at x /L = 0.221 is associated with the outermost of the grooves.

At the x/L = 0.235 station, a second peak in the transfer coeffi-
cient distribution begins to emerge. The second peak becomes
predominant in the distribution curve for x/L = 0.245. This axial
station is directly upstream of the tube (i.e., the forward stagna-
tion pointis at x/L = 0.269).

The next distribution curve (x/L = 0.289), as well as the six
that follow, correspond to axial stations at the side ot the tube.
These curves do not extend all the way to v = 0 owing to the fact
that a part of the fin is blocked out by the tube. Both peaks per-
sist with somewhat diminishing magnitude for stations up to x/L
~ 0.5 (about half way around the tube), and thereafter only the
stronger peak survives. At its highest value, the Sherwood num-
ber exhibited by the stronger peak (~52) is substantially greater
than that in the boundary layer region at smali x/L.

For stations downstream of the tube (x/L > 0.731), the most
interesting finding is the very low transfer coefficients behind the
tube. The values of Sherwood number in that region range from
one to four, which is a small fraction of the Sherwood number
values elsewhere on the fin. Clearly, the region behind the tube
contributes very little to the performance of the exchanger.

The local transfer coefficients are significantly affected by the
Reynolds number, as may be seen from an inspection of Fig. 4
which corresponds to Re = 648. First of all, as expected, the level
of the Sherwood number diminishes with decreasing Reynolds
number. Even more interesting is the effect on the peaks in the
distribution curves. Whereas for the higher Reynolds number case
there were two peaks in the distribution curves, now there is only
one peak. This finding is corroborated by the visual inspection of
the naphthalene test plate, which showed only a single U-shaped
groove adjacent to a tube. In addition, the peak does not persist
all the way around the tube into the wake region, as was true at
the higher Revnolds number. Evidently, the vortex pattern is now
damped out by the relatively stronger viscous forces.

The trends with Reynolds number are even more in evidence as
one proceeds to lower Re values, as can be seen in Fig. 5 for Re =
214. Here, a relatively small peak appears in a few of the distri-
bution curves upstream of the tube, and it persists for only a
short distance around the side of the tube. Evidently, the vortex
system which induces the peaks is weak and dissipates quickly. It
is also interesting to note that for low Reynolds numbers, the
downstream transfer coefficient distributions tend to “‘fill-in” in
the region behind the tube much more than do those for higher
Reynolds numbers. The level of the Sherwood numbers for Re =
214 is substantially below that for the Revnolds numbers of the
earlier figures.

It is relevant to inquire as to which axial stations on the fin
surface transfer greater amounts of mass (or heat) and which

1The Kruckels paper [9] contains a photograph of such grooves, but
there, the closed end of the U appears to be situated considerably farther
upstream of the tube than is indicated by the present data.
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Fig. 8 Transfer rates as a function of axial position

axial stations transfer lesser amounts. To examine this question,

we form the ratio

mass transfei rate at axial station x

- - s 17
average of the transfer rates at all axial stations an
The numerator of this ratio was evaluated from
~S/T
[y, vy (18)

yo= il
at each of the axial stations x at which data were collected. It
should be noted that at those axial stations where a portion of the
fin is blocked out by the tube (i.e., at 0.269 < x/L < 0.731), the
integrand m(x,y) was set equal to zero at the v values at which
the blockage occurred. Thus, in effect, the integration range at
those axial stations was confined to the v values where fin mass
transfer took place. The average value indicated by the denomi-
nator of equation (17) was obtained by averaging the mass trans-
fer rates at all axial stations, that is
R

‘}I'/(\’, ey Jdy (19}

y=0

The results obtained by evaluating the ratio expressed by
equation (17) are plotted in Fig. 6 as a function of the axial coor-
dinate x/L. The figure contains data for three Reynolds num-
bers.® 1092, 648, and 214. Inspection of the figure indicates that
the transfer rates at axial stations on the forward part of the fin
are substantially higher than the average and those on the rear
part of the fin are well below the average. At axial stations adja-
cent to the front of the tube, a local maximum and a general aug-
mentation are in evidence.

The high transfer rates that are encountered on the initial por-
tion of the fin are due to the thin boundary layers. These bounda-
ry layers grow with increasing x and cause a corresponding reduc-
tion in the transfer rates. The reduction is arrested by the aug-
mentation provided by the vortex system which develops in front
of the tube and is carried around the side. At axial stations sit-
uated at the side of the tube (0.269 < x//. < 0.731), the dimin-
ished fin area decreases the transfer rate. However, even as the
fin area recovers in the range 0.5 < x/L < (1731, the transfer
rates do not recover. Downstream of the tube (x/L > 0.731), there
is a slight increase in the transfer rates, especially at the lowest
Reynolds number.

It is interesting to observe that when the results are plotted in
a ratio form as in Fig. 6, the axial distributions are relativelyv in-
sensitive to the Reynolds number. There are some differences in
detall in the augmented region adjacent to the front of the tube
and in the downstream wake but, in general, the three curves are

3 A preliminary plot indicated that the x/L positions at which data were
available for Re = 1271 did not permit good resolution of the local maxi-
mum in the neighborhood of x/L = (.25 Therefore, the data for Re = 1092
are used instead.
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remarkablv close together.

Average mass transfer coefficients. expressed in terms of the
average Sherwood number, were evaluated {rom equation (11) in
conjunction with equations (8a). (9), and (10). These results are
plotted in Fig. 7 as a function of the Reynolds number Re. The
data points have been connected by a faired solid line to provide
continuity. The data points do not accommodate a straight line
correlation. and there is no reason to expect such a correlation to
be appropriate. Indeed. it one considers flow field changes with
Revnolds number ax evidenced by the changing strength of the
vortex pattern and by the filling in of the wake, a straight line
correlation does not have a rational basis.

As seen in the figure, the average Sherwood number increases
slowly with Revnolds number Re and then increases
more rapidly at larger values of Reynolds number. The augmen-

at small

tation provided by the vortex pattern at larger Reynolds numbers
18 believed to be responsible, at least in part, for this trend.

It 15 relevant to compare the present average transfer results
with those in the literature. To this end, Shepherd’s results [1]
were recast into the present variables and plotted as dashed lines
in Fig. 7. The specitic fin-tube coil selected for comparison from
among those investigated by Shepherd was his No. 5, its dimen-
sion ratios being rather close to those of the present configuration.
Shepherd does not report actual experimental data, but rather
presents straight lines on log-log plots which, presumably, repre-
sent a smoothing of the data points.

As mentioned in the Introduction, there are some uncertainties
in Shepherd’s data as well as in the data reduction. The method
for determining the air-side heat transfer coefficients was to mea-
sure the overall thermal resistance from the water side to the air
side (hot water was passed through the tubes) and then to extra-
polate to the case of zero water-side resistance. Furthermore, the
water circuit was such that the tube wall temperatures were not
uniform throughout the exchanger. Finally. the effect of nonuni-
form fin temperatures was not rationalized, for instance, by use of
a fin efficiency. These points about Shepherd’s work are being
mentioned not to minimize his contribution, but rather to suggest
that his results should not necessarily be taken as gospel.

Shepherd’s results were recast in the form of Nu versus Re,
where Nu is the average Nusselt number based on the hydraulic
diameter defined by equation (8). Then, since the Nu values cor-
respond to a Prandtd number of 0.7, it was necessary to scale
them to Pr = 2.5, which corresponds to the Schmidt number of
the present mass transfer experiments. The scaling can be per-
formed by employing equation (16}, which can be rewritten as

Sh = (Se/Pr)™™u = (2.5/0.T"Nu (20)
The upper and lower dashed lines plotted in Fig. 7 correspond,
respectively, tom = 0.4 and m = Y.

Examination of Fig. 7 reveals a verv satisfactory level of agree-

AVERAGE SHERWOOD NUMBER, Sh
o

S A R R B S o 1
14
12
10

SHEPHERD [1]

TR SN NN N SR SRR NS N O O T | TR

200 400 600 1000 2000

Re

Fig. 7 Average Sherwood numbers as a function of Reynolds number,
Sc = 2.5, Average Nusselt numbers can be obtained from equation {16).
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ment between the present results and those of Shepherd. The
greatest deviations appear at higher Revnolds numbers. These

deviations could. perhaps. be due to Shepherd’s extrapolation or

smoothing of his data {e.g.. forcing a straight line representation)
or to the neglect of the fin efficiency effect in the reduction of his
it the m = 4 line were to be taken as the represen-

then its low-side deviation could be

data. Indeed.
Shepherd's results,
the fin-efficiency effect.
lends =upport both to the present

tation of
rationalized by In general,
agreement evidenced
results and ta those of Shepherd.

the overall mass transfer rates of the

in Fig. 7

As was mentioned earlier,
present experiments were determined by two independent meth-

ods. One approach was to integrate the local measurements of

sublimation depth over the surface of the plate, and the second
was to determine the overall change in mass directly by a preci-
sion halance. For the six data runs for which such dual measure-
ments were made. there was I'&'g)i(*zill}< 1 to 2 percent agreement.
This outcome adds strong support to the measurement technique,

Concluding Hemarks

It has been demonstrated that the naphthalene sublimartion
technique is a viable twol for obtaining ’m»th local and average
transfer coefficients for heat exchanger configurations of practical
interest. The measured Sherwood numbers can be converted to
Nusselt numbers by emploving equations (15) and (16).

The local measurements revealed high values of the transfer
part of the fin due to
In addition,

coefficient on the forward
developing boundarv lavers.
augmentation afforded hv a vortex svstem. high coefficients are
alwo encountered adjacent to the front of the tube. Relativelv low
coefficients were found to exist downstream of the minimum f{low

[t is in this downstream region where artificial aug-

owing to the natural

cross section.
mentation devices would be beneficial.

Before closing, cognizance mav be taken of possible differences
channel

in fluid flow inlet conditions between the present single-

model and the multi-channel arrav found in actual heat exchang-

ers. The inlet conditions that might be affected are the degree of

- of the velocity profile and the presence or absence of
sepdratmn The local mass transfer measurements did not con-
tain anv identifiable characteristics that indicated the presence of

authors do not believe that the

uniformiry

separation. Furthermore, the
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the level of

the presence of

sible differ-
This conelusion is based

transfer coefficients were markedly affected by pos
ences between the inlet velocity profiles.
on the results of [10], where mass transter coefficients in the en-
trance region of a parallel-plate channel were determined in an
apparatus similar to that used here: in particular, the tluid inlet
configuration was the same. The transter coefticients measured in
{10} were within 5 percent of analvtical predictions based on a flat
The inlet velocity profile for a channel in a
be flatter than that for the

inlet velocity profile.
stacked arrav should, if anvthing,
present inlet configuration. On rhis basis. it mayv be expected that
the effect of the inlet velocity profile would be minor.
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Introduction

This paper presents the results of an experimental investigation
of a two-dimensional heated water jet discharging into an open
water channel. The jet enters through a slot across the channel
bottom with the slot oriented perpendicular to the flow direction
in the channel. The flow is analogous to that of a heated effluent
discharging into a river or estuary when the outtall is a perforated
pipe extending across the bottom of the tlow channel.

Harleman. et al. [1],! conducted an experimental investigation
to determine a ditfuser design tor thermal discharges. Theyv pro-
posed a manitold of diffuser pipes with circular ports, with the
pipes located on the river bottom perpendicular to the ambient
flow direction. Mahajan and John [2] experimentally investigated
a shallow submerged heated slot jet. The depth of the jet below
the free surface was varied. Carter [3] conducted a study of the
characteristics of a vertical heated slot jet discharging into a
transverse current.

Fan [4]. Motz and Benedict (5] and Campbell and Schetz [6]
investigated the characteristics of buovant round water jets. The
investigators in references [4, 6] used dyve injection to determine
the jet trajectories. The behavior of round jets. however, cannot
be extended directly to slot jets across a river channel as the am-
bient flow cannot pass around the slot jet. Ramsey and Goldstein
[7] experimentally studied a heated subsonic circular air jet in a
deflecting air stream. The use of air as the fluid facilitated the
measurement of turbulent flow properties.

Apparatus and Experimental Techniques

The experimental program for this study was carried out in a
lahoratory channel of rectangular cross section. Fig. | illustrates
the contiguration of the jet penetrating into the channel tlow for a

L Numbers in brackets designate References at end of paper

Contributed by the Heat Transfer Division for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer
Division, March 15, 1973, Paper No. T4-HT -GG
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An Experimental Investigation of a
Heated Two-Dimensional Water Jet
Discharge Into a Moving Stream

The experimental results are presented for a study of the behavior of heated and unheat

,lwhl‘

jot chiaracteristics are deseribed in terms of celocity and temperature profiles. velociin
and temperature decay, jet width, jet trajectory, and jet turbulonee. The conditions
which focor the formation of an upstream thermal wedee are investizated

90° jet injection angle. Fig. 2 presents the overall lavout of the
channel and related equipment.

A preliminary study of the channel characteristics revealed
that the velocity profile across the width of the channel was tlat
at distances greater than 6 {t from the channel inlet. It was de-
cided. therefore, to locate the jet inlet 7% {t from the inlet end of
the channel. The channel enables one to model two-dimensional
variations in a flowing stream and assumes that channel width
effects can be neglected. The jet width was sized to give a ratio of

jet flow to main stream tlow that would approximate that for a

typical condenser outlall discharging into a river. A weigh tank
located at the end of the channel allowed both the jet tlow and
the channel ilow to be measured separately.

The temperature of the jet inlet water was measured with a
calibrated copper-constantan thermocouple inside the jet box.
Cvlindrical fiber-film probes were used with a DISA 55D00 uni-
versal anemometer system to measure mean and fluctuating
values of velocities and temperatures. The unit was operated in a

E

Fig. 1 Jetgeomelry
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Fig. 2 The laboratory channel

constant temperature mode for velocity measurements and a con-
stant current mode for temperature measurements. When used
for temperature measurements the hot film probe was calibrated
using the thermocouple in the jet box.

The hot film probe was supported by a carriage that could tra-
verse the length of the channel on tracks. The probe sensor, which
15 70 microns in diameter, was located in a horizontal position
with 1ts axis perpendicular to the axis of the channel. Mean tem-
perature, temperature fluctuations, mean velocity, and velocity
fluctuations in the direction of the mean velocity were measured
at discrete locations as the probe was lowered vertically into the
channel. The velocity tluctuations, however, could be measured
only for those runs in which the temperatures of the jet and am-
bient flow were the same (isothermal runs). The jet trajectory was
determined from the locus of maximum velocity points after ver-
tical traverses were taken at several locations downstream from
the jet entrance. The data were taken in a plane perpendicular to
the channel bottom and then corrected to values in a plane per-
pendicular to the jet axis. The jet curvature and jet width were
such that this correction was normally negligible. The hot film
probe was calibrated for velocity at the beginning and end of each
run by placing the probe in a rotating bhasin of water which was
mounted adjacent to the open channel.

Data

The conditions for the runx on which the figures are based are
summarized in Tables 1 and 2. Runs which have the same nu-
merical classification but different alphabetical designation are
duplicates that were taken several days apart to determine exper-
imental reproducibility. The isothermal runs with a 90° inlet
angle carry a graphical symbol which is used to identify them
when the results are plotted in Fig. 4.

The jet Revnolds number based on inlet conditions is impor-
tant in determining whether or not the jet flow is turbulent. Ex-
periments by Andrade [8] indicate that two-dimensional jet tlow

Table 1 Channel conditions
Mean Criannel Bymbol
Fun Channel Charmel Chennel Froude in
Number Veloelity Depth Temperaiure Numher Humber Figure 4
{rt/zec) {r) °r}
1.0 ik =
1.0 I ®
1.0 £ 4
1.0 I 7
2B a0 1.0 i &
Kl L2 1.0 s s}
i3 1.0 @
% a
. L]
1. @
i <
9 1.0 o
w0 1.0 0
11 1.0 ]
17 1.0 70
1% 1.0 1
1 1.0 7
1% 1.0 1
1t 1.0
17 1.0 3
15 1.4 iy
19 1.0 v
. @0 1.0 o5
21 L0f 1.0 £

is definitely laminar for Reynolds numbers below 30, Foster and
*arker [9] state that jet flow may be somewhat unstable up to
Reynolds numbers of about 300 but above this the flow becomes
turbulent, The jet {low for the experiments reported in this paper
is thus well in the turbulent range.

There were only two jet injection angles used: a 90° injection
angle as illustrated in Fig. 1 and a jet angle that was 30° from the
horizontal with the jet directed in an upstream direction.

Discussion of Results

A. [Isothermal Jets—90° Injection Angle. The hehavior of
the 1sothermal jet will be discussed first as that forms a basis for
the understanding of the heated jet. Fig. 3 presents mean velocity
and turbulence intensity profiles for runs 1A and 4. The probe
cannot determine tlow direction and the values shown are velocity
magnitudes. Visual observations of particles in the flow and dye
injection experiments indicated that a region of backtlow existed
beneath the jet. The profiles were thus plotted showing backflow
in this region as the probable condition although the precise di-
rection is unknown.

Fig. 4 is a plot of the generalized velocity profile in a plane per-
pendicular to the jet axis for an isothermal jet with a 90° injection
angle. The coordinates are those normally used in plotting jet
profiles as described by Abramovich {10] and Schlichting [11],
and the data represent profiles for several axial locations. U7,
which is used in calculating the ordinate, is the channel velocity
at the upper edge of the jet (see Fig. 1). The upper edge of the jet

Nomenclature
b = distance normal to jet axis from T, = jet center-line temperature xy = distance measured horizontally
the jet axis to the upper jet Ty = mixed downstream temperature from the jet entrance
houndary [ = mean velocity at any point in the v = distance normal to the jet axis
by = half-width of slot forming jet jet from the jet axis
entrance 1 = fluctuating velocity in the jet in v, = distance measured verticallv from
D = width of slot forming jet entrance the direction of the jet axis the jet entrance
F. = U,/VuIl = channel Froude number [/, = mean channel velocity upstream vy = distance normal to the jet axis
Fo = Us/VeHp/pe = densimetric from the jet from the jet axis to the point
Froude number [, = mean channel velocity at a par- [ _
& = gravitational acceleration ticular location downstream where (SR 4 =05
H = channel depth from the jet entrance pa = density of water in channel before
. = channel volume flow rate {7, = jet entrance velocity mixing with jet
2, = jet volume flow rate U mean jet velocity on the jet axis Ap = density difference between chan-
T, = channel temperature x = distance along the jet axis down- nel fluid and fluid at mixed
T, = jettemperature at the origin stream {rom the jet entrance downstream temperature
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Table 2 Jet conditions

Run v Ted
Number Velooity Angle
(ft/5ec) (degrees)
14 1.8 L0104 30
1B 1.8 L0104 90
1 1.8 0108 30
o4 1. L0104 90
o5 1.8 L0104 90
3 1.3 L0104 90
1.3 L0104 a0
5 1.4 L0052 90
5 1.3 L0052 90
7 3. L0156 a0
2 2.0 L0052 30
Q 1.8 JeaRat G0
10 1.8 L0104 30
11 1.3 L0104 20
12 1.8 L0104 90
13 1.3 L0104 90
4 1.3 . 010k 90
15 1.0 010t 90
16 1.0 .0104 90
17 1.8 L0104 30
18 1.8 L0104 30
19 1.3 L0100 30
20 1.7 L0104 30
21 1.0 Neatel 30
0.0 1FT/SEC
' j
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Fig. 3 Velocity and turbulence intensity profiles—80° jet injection angle

1s taken to be the point at which d{//dy is zero. A point defined
in this manner is difficult to locate experimentally and this is the
reason for the amount of scatter at the left-hand side of Fig. 4. As
a result v; is more satisfactory than b as a characteristic jet di-
mension.

The plane jet penetrating the boundary layer at the bottom of
the channel tends to form a block to the channel flow. As a result
the channel flow attempts to ride over the jet and thus acceler-
ates, although this effect is somewhat diminished by entrainment
of some of the channel flow into the jet.

Curve 1 in Fig. 4 is a plot of a theoretical symmetrical profile as
derived by Tollmien [12] using Prandtl’s mixing length hypothesis
and Curve 2 is a symmetrical profile by Goertler [13] based on the
assumption of constant eddy viscosity across the jet. Curve 3 is a
graphical fit of the data points. Above the jet axis (left side of
Fig. 4) the experimental profile is very close to the theoretical
symmetrical profiles, with the theory according to Goertler giving
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Fig. 4 Generalized velocity profile—80" jet injection angle

the best comparison. Below the jet axis (right side of Fig. 4) the
experimental profile differs greatly from the theoretical profiles as
symmetry is impossible since the jet velocity must go to zero at
the channel tloor and a recirculation zone usually results in this
region.

Fig. 3 shows the turbulence intensity for two typical runs. Near
the jet entrance the turbulence intensity has maxima at bhoth the
upper boundary and the lower shear layer of the jet but the maxi-
mum at the lower shear layer is the greater and tends to become
more dominant as the jet moves downstream. The equ/a:tions that
reduce the hot film anemometer data to values of \u'? _depend
on simplifying assumptions that are questionable if vu'2/U/ >
0.2. This will tend to occur in the region under the jet axis but
the trends in turbulence intensity should be correct as shown.

B. Heated Jets—90° Injection Angle. Fig. 5 shows tempera-
ture distributions for heated jets with the experimental conditions
the same as in runs 1A and 4 except for jet inlet temperature.
The fact that recirculation of heated water occurs beneath the jet
and mixing with the cold ambient fluid takes place only at the
top edge of the jet results in the region beneath the jet being well
mixed and of relatively high temperature. This would tend to
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D 0% ANGLE JET- +40°F

cause the maximum temperature location to occur beneath the o8 6 - s
maximum velocity location. B . o 300 v v o aoeF

A comparison of runs 9 and 10 in Fig. 5 indicates that the jet f OGC@ A0 e aazor
trajectory and jet spread as determined by maximum tempera- : | O Vomer v mreett
tures are relatively unaffected by jet temperature. In order to in- % o . b
vestigate this turther a limited amount of data was obtained to : o o Tl
determine the position of maximum velocity for a heated jet. This £ ; e
involved adjusting the cold resistance of the hot film probe at ] ‘«?% R
each data point and calibrating the probe at different ambient 8 °
temperatures. From the data it was concluded that the jet trajec- ool . , . . . R
tory, as determined from the location of maximum velocity, does ? © B o6t Lot ° o Y

not change with jet temperature, at least for velocity ratios (I/,/ Fig. 7 Thermal wedge length as a function of densimetric Froude num-
t/g) less than 6.5 and jet temperature of up to 40 deg F over the ber

ambient. This leads to the conclusion that the buovant force has
4 neg.h}:lhle mﬂuvn(fe' ”h th(f Jet lreucclory for two~d1mens%m'ml The phenomenon of a thermal wedge 1= illustrated by the iso-
Jet with a low velocity ratio entering a homogeneous receiving
{tuid. This would not be the case for a round jet where the cold
ambient {luid can pass around the jet and exert a buoyant force
on the jet.

therms plotted 1n Fig. 6. Runs 15 and 16 are for a 90 deg injection
angle and an inlet jet temperature that is 40 deg F above the am-
bient. Harleman {1} states that the basic modeling parameter for
the determination of the thermal wedge is the densimetric Froude
number Fy. They conducted an experimental investigation which

ool T modeled an actual diffuser configuration consisting of rows of
ol b omun s closely spaced holes, and concluded that a thermal wedge will
.o: oo I @ RUN 1O h)rm'n Fo <1.0. » . » 7 .

a0l [P Wigh [14]) developed an analvtic expression for the shape of the

L steady-state thermal wedge. The solution, however. required an

6.0L- AMBIENT assumption concerning the shear stress at the interface and

. Owwa knowledge of the initial wedge thickness. From his experimental

) investigation of a slot jet located in the side of a channel, extend-

2 0.0 ] ing from the free surface to the channel bottom, Wigh concluded
- L that a wedge will form if Fy < 0.75.

E'g'g The data of the study presented in this paper indicate that a

8 : thermal wedge will not form unless the densimetric Froude num-

2.0f RUN 13 ber is less than 0.7. This criterion is valid for both jets with a 90

- deg and a 30 deg upstream injection angle. The results are shown

40 in Fig. 7 which illustrates that the distance the wedge extends

60:%1 upstream 1s a function of the densimetric Froude number. The

| FLOW 10,00 F dashed lipe is simply an approximate mean of the data points for

8.0L illustrative purposes. The data for some of the runs shown in Fig. 7

ool are not given in Tables 1 and 2. A complete listing of all the data

is given in a thesis by Patton [15].
2.0 s = 5 C. fJets With 3(4) deg Upstream Enjecti(.n\»Angle. The guneml
JET Xy (IN) behavior of jets with a 30 deg upstream injection angle is com-

Fig. 5 Temperature profiles—90° jet injection angle pared to thdF with a J().deg injection angle in Fig. 8. The solid
and dashed lines shown in Fig. 8 are plots resulting {rom an em-
pirical nondimensional curve fitting technique as described by

Patton [15]. The jet first flows upstream being continually de-

0.0
flected by the ambient current. The trajectory is initially horse-
20 shoe shaped and eventually becomes similar to the 90 deg jet.
40 When the jet is directed upstream with a sufficiently high veloci-
ty the momentum of the ambient flow 1s insufficient to deflect
6.0 the jet flow up from the channel bottom and the main flow tends
to ride over the jet. The upstream penetration distance increases
8.0k AMBIENT L Sy . - .
v significantly with increasing U, /U, ratios.
_10.0| FLOw The decay of maximum velocity for the 30 deg jets is shown in
2 F Fig. 9 which clearly illustrates the effect of jet trajectory on the
x = ! mixing characteristic of the jet and channel flows. Run 17 in
s [ AMEENT which the jet remained close to the channel bottom as a result of
T oW a high velocity ratio initially has a much slower decay rate than
aol the runs with a lower velocity ratio. The turbulent mixing be-
- tween the jet and the ambient {low is greatly reduced when the
601 jet is moving upstream near the bottom of the channel.
5 o: The velocity and temperature profiles for a typical 30 deg case
L are shown in Fig. 10. The temperature profiles are drawn with
10.04. temperature increases above ambient shown to the left of the ver-
»oh 1 tical line reflecting the fact that the highest temperatures are as-
~4.0 ~2.0 ! sociated with the upstream flow. There are two maxima in both
ET the velocity and temperature profiles for short distances up-
LINES ARE LABELED IN °F ABOVE CHANNEL AMBIENT stream of the jet entrance. This reflects the upstream tlow along
Fig. 6 Isotherms—90" jet injection angle the channel bottom and the return flow.
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Fig. 8 Comparison of trajectories and half widths—90° and 30" jet in-
jection angles

The criteria (Fy < 0.7) for the formation of a thermal wedge for
the 30 deg jet is the same as for the 90 deg jet as was seen in Fig.
7. The only difference is that the wedge forms from a point up-
stream of the jet entrance as shown in Fig. 11. This results from
the jet initially tending to move upstream along the bottom of the
channel for a considerable distance when the velocity ratios have
the high values that usually go with a low densimetric Froude
number.

Summary

The experimental study presented in this paper investigates
the flow resulting from the discharge of heated water into a mov-
ing stream. The particular type of discharge studied results from
a slot across the bottom of the flow channel and perpendicular to
the flow direction.

The maximum turbulence is generated by the shear layer be-
neath the jet and its magnitude is about the same as that for
symmetrical two-dimensional jets. The jet behavior is influenced
hy the acceleration of the channel flow which tends to ride up
over the jet tlow. This blocking action of the jet prevents cool am-
bient water from getting beneath the jet and exerting a buoyant
force on the jet provided the velocity ratio, {7;/U,, is not too high.

if the velocity ratio is high a low value of densimetric Froude
number, F,;, may occur and an upstream wedge of warm surface
water can develop. This upstream wedge occurs if F¢ < 0.7 and
the length of the wedge increases as the value of Fu decreases.
The wedge behavior appears to be independent of the jet injection
angle.
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ERRATA

An errata on H. O. Buhr, E. A. Horsten, and A. D. Carr, “The Distortion of Turbulent Velocity and Temperature Profiles on
Heating, for Mercury in a Vertical Pipe,” published in the May, 1974, issue of the JOURNAL OF HEAT TRANSFER, pp. 152-158.
This is the corrected version of Fig. 3:
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Fig. 3 Effect of heat flux on velocity and temperature distributions in mercury
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Concurrent Reduction of Draft
Height and Heat-Exchange Area for
Large Dry Cooling Towers

A procedure is outlined to meet simultaneous requirements to reduce overall size of a dry
cooling tower for a large power plant, and to reduce the size (surface area) of the associ-
.ated air-water heat exchanger.- First, tower exit dimensions (or fan power) are specified
as attainable fractions of their theoretical minima as found from a draft equation. Then
a heat-exchanger type is chosen, having as small an air hydraulic diameter as feasible.

. Appropriate equations and assumptions dealing with air side and water side heat ex-
change and water pumping power then yield a full description of tower and heat-ex-
chahger‘ characteristics for a given tower duty. A specific example is worked out and
compared with the tower at Rugeley, England. We find that a very open heat exchanger,
of shallow depth (one in. or less) results from our analysis, and in a proposed configura-
tion of acceptable header loss, gives a 1/3 height reduction and a four-fold reduction of
heat-exchanger area.

F. K. Moore

Professor.,

T. Hsieh

Research Associate.

School of Mechanical and
Aerospace Engineering,
Cornell University,

Ithaca, N. Y.

Introduction

There is growing acceptance of the future necessity for dry cool-
ing systems for large power plants, not only to conserve water and
avoid condensing plumes, but to avoid the need to site power
plants on water margins, in disadvantageous competition with
other uses projected for those special regions.

Typically, dry systems are very large; discouragingly so-when
sized for gigawatt-class power plants. For example, the natural-
draft dry tower in Rugeley, England {1, 2]* has a height of 340 ft,
and about 12 of these would be needed to serve a 1 GWe power

plant. Further, the fin‘tube heat exchanger devised by Forgo for '

that and subsequent applications [3] is massive; one may esti-
mate (4] that the air-side heat-exchange area for a single tower is
about 8.10% ft2, provided by about 8.4:105 b of aluminum.
Thus, we may assume that strong incentives exist for simulta-
neously reducing draft height (or fan power, commonly estimated
at 3 per cent of plant output [5]) and heat-exchange area, which
we take to be a suitable measure of heat exchanger size and cost.

In a previous. paper [6], we have indicated how a minimum
tower size could be approached by improving certain heat-ex-
change performance parameters, but chiefly by making the heat

exchanger more “open” in relation to tower flow area. This

means, referring to Fig. 1(a), that the free-flow area A, should be
large compared to Az. In a subsequent paper [4], it was shown

1 Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer
Division, February 7, 1974. Paper No. 74-HT-00.

Journal of Heat Transfer

that heat-exchange area A, could, in principle, simultaneously be
minimized by making the free-flow volume A L, small. Thus, if
Ac is to be large, then the heat-exchanger depth must be very
small, perhaps of the order of 1 in. or less (compared with 6 in. for
the Forgo device).

The notion of a very shallow heat exchanger for a very large
cooling tower raises a number of further questions: Especially,

. can water be delivered to such a fine-grained heat exchanger

without incurring unacceptable losses of water-side heat transfer
effectiveness, water pumping power, or draft, owing to the air
drags of water headers and passages? Can air-side fin effective-
ness be made acceptable for the small scales of interest?

In this paper we will address the foregoing questions, which are
of a more practical character than those issues of minimization
treated in [6]. Accordingly, we formulate a particular decision se-
quence for preliminary design based on the theories of (4, 6], and
show how it may be carried through with a heat-exchanger type
of documented performance to give a dry cooling tower of specific
dimensions and performance. Comparison is then made with the
Forgo-Rugeley design as it might be adapted to serve a 1 GWe
power plant.

. A Practical Minimum For Tower Size

We begin by writing the draft equation derived in [6] on the

- basis of one-dimensional flow in the tower at very low Mach num-

ber and with negligible exit loss. We include, however, a new
term (the second) which accounts for the head loss of the air as it
experiences contraction and expansion when entering and leaving
the heat exchanger; thus, the blockage due to water passages is
accounted for.
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Fig. 1 Skeiches illustrating nomenclature
3 YAg — @(ﬂ) (K 4 K) 1 (AE) + _1_ (1)
o F CAg ap A o

The left side of this equation expresses size of the tower in dimen-

sionless form (a scale length ! is defined’in the Nomenclature),
and equivalent draft height of any mechanical-draft fan is includ-

ed in the definition ) _

G, Ty
PO 0 fi (2)

Q

Fig. 1 helps to define various symbols appearing in equations (1)
and (2). The first term on: the right refers to air drag inside .the

heat exchanger; E is a factor (ideally equal to 1) which spec1f1es

fin effectweness and water-side resistance; that is,

Y=y +

IR | Ah, A h :
E =— —a a . = —e_a
S + Ao also, Q FATE 5 (3)
where ATg is the log-mean temperature dlfference = I'To/(as?y

)). F is the counterflow-equivalence factor, also 1deally equal to 1.
¥ is a function of @; and Py, explained in [6], which has a mini-
mum at about a; = 0.83, for all P, (see Table 1, to follow). The
last term on the right refers essentially to the kinetic energy of
the air jet leaving the tower at the exit (Ag).

Now, if we wish to make Y small, we presumably want also to

make Ag small, because for a particular tower type, we would
probably keep a constant tower “shape,” or ratio Y/+v/Ag. Equa-
tion (1) thus suggests that Ar and Y can be made small by mak-
ing Agp/Ac small. However, in [4] it is explained that diminishing
returns limit the value of this strategy; there is an asymptotic
minimum value of size given by I’3YAz2 = [5/a;% which is
reached as free-flow area A. approaches «. Because large Ac
implies a bulky heat exchanger, and, as we shall see, forces a
small exchanger depth Lg, it would seem sensible to specify that
A be made only large enough for Ag to be some factor £ above its
minimum for a given Y. Thus,

15/2
AE—EW

and hence, from equation (1), we find that
4= |-KE ofy ¢
¢ (o 1)2Y R VE= Ea®
(5)

where the Reynolds’-analogy factor K has been redefined to in-
clude entering ‘and leaving losses. If the tower shape Y/~/Ag is
fixed instead of Y itself, then equations (4) and (5) may both be
suitably transformed by multiplying both 51des by Agt/* and then
taking the 4/5 root of the results. - : ;

"In effect, choosing a value of ¢ sets a practlcal minimum. for
tower ‘size, and also sets the degree of openness (A.) needed to
achieve that size.

(4)

[5/2 bodd —K+ _Ii(_K_e‘*'_K_c)

Air-Side Heat Exchange Area- .

Néxt,v we may quickly summarize previous results [4, 6] for air-
side heat-exchange area, A,. Into equation (35) of [6] we may in-
sert the Héﬁnition‘s of Reynolds number (equation (32) of [6]) and
of the function ¥ (equations (29) and (39) of [6]), giving

E WZ?’haz
< ee e Al
St,Re, I'F
We next recall the definition Aar'ha = AcLq which tells us that if

AcLa: . (6)

Nomenclature
Ag, Ay = heat-exchange'(areas on air K = Reynolds’ analovy factor, " Te = ambient é_irtempefatﬁie
and: water sides, respec- ' fa/Sta ) - . v = average velocity of fluid -
. tively K’ = Reynolds’-analogy factor in- " W = dimensionless coefﬁclent4Q/
A, A; = free-flow area’ and frontal’ ‘cluding entering and leav- S (Cpy Torol) :
o area of heat’ exchancer r'e— ing loss coefficients, Ke Y,y = generalized - draft - height
spectively and K, (equation (5)) L (equatlon (2)), and height
Ag = exit area of tower Ly = heat exchanger depth (Fig. of tower above heat ex-
b,¢c = w1dth of air and water pas-’ 1(@)) o changer, respectively _
sdges, respectively, (Fxg 9)" Ly = length of water passages (Fw oy = ratio of air temperature rlse
Cp = specific heat at: constant : : 2) P . to ITD ;
) ° pressure: : | = tharacteristic length [Q/ B = ratio of air heat—fransfer ared
Dg = diameter of tower exit: (3 28poCro T8 i L to volume between plates
Dy = diameter of header (Fig. 3) N = number of heat-transfer” U, p = v1scosxty, kinematic v1scos-

E = effectiveness factor (equatmn' modules (Fig. 2) ity, and’ dens1ty, Trespec-

" 30 ' Ne = number of columins' m each *tively

F = counterflow equivalence fac- " tower ' A= dev1at10n of 'K from umty,
tor ' n = nuniber of water passes - =1-1/nFE —

f = friction factor P; = dimensionless approach (Fig: 7o = air- 51de overall’ fln effective-

H = height of heat-exchange 1(d)) ’ ' ' ness : :
columns S P;, P, = mechanical:draft fan power, +°= ratio of actual A to its mini—,

ha, hw = heat-transfer coefficients, air . -and water pumping power, mum (equation (4))
and. water sides, respec- : respectively : ) ¢ = function of a;'and Py (Tables
. tively : € = heatrejected from one tower 1and 6)

I' = ratio of initial -temperature rp = hydraulic radius ) . .
difference (ITD) to ambi- Pr, Re, St = Prandtl, Reynolds, and Stan- Subscript o represents ambient air con-
ent air temperature (Fig. ton numbers, respectlvelyk . ditions, w represents quantities for water
1(b)) ' side, and a represents air side -’
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rnta) is given, Aq is proportional to the “free-flow volume” A.L,.
However, we have not chosen Th(a), MOT should we do so without
knowing its own effect on Aq. Clearly, then, we should use equa-
tion (6) to eliminate ry (4. We find

2
A, = [HIED e )

St,Re,I'F

and L, is the only geometrical dimension of the heat exchanger
which, entering as the square root, is needed to find A4.

We may compare equations (5) and (7), observing that, having
made £ near 1 in order to make Y and Ag small, we have made A,
large. Thus, if A, is to be small, L, must be small indeed. Of
course, for a given £, the size of A; is minimized if ¥ and F are
near 1, K is as small as possible, and ¢ is near its minimum. The
same provisions are consistent with minimizing A, as well, with
the exception that «;2¢ is not a minimum at oy = 0.83. As Table
1 illustrates, a;?¢ is a rather slowly-changing monotonic function.
Presumably, an a; somewhat below 0.83 would be the best choice.

Equation (7) shows that StoReq should be large for small A,.
This suggests ldminar flow, for which StsRe, has its largest value
and is constant, and, happily, this is in fact what we will have if
Lq is made very small: Since free-flow velocity is inversely pro-
portional to A., Reynolds number is proportional to rym/Ac =
La/As by definition; thus, equation (7) says that Re, is propor-
tional to vTa/Ac; and if Lg is small and A, is large, Req will be
very small and the air flow through the heat exchanger will be
laminar.

Finally, we note thdt ‘equation (6)' requ1res T'niay to be small if
Lq is small; in fact, Lg is proportlonal to rh@?. Thus, we should
choose a very “fine-grained’ heat exchanger.

The foregoing arguments will become moare specific in terms of
a particular example to follow. At this point, we observe that E is
unknown; to complete our set of equations, we must therefore
consider the water side.

Water-Side Requirements

If Lq is to be very small, we must ask whether water can be dis-
tributed in such a fine-grained device without incurring unac-
ceptable pumping and heat-transfer effectiveness losses. Probably
our heat exchanger should be of the plate-fin type, in order to
provide maximum space for water flow, and we are led to consid-
er the configuration shown in Fig. 2. We imagine that there will
be N modules with narrow water passages of length L,, and num-
ber of passes n (n = 2 is illustrated). Each module communicates
with a water header.

Obviously, there is 4 geometrical connection between the free-
flow area A. and the area NL,,b. Adopting the notation of {7], the
constant of proportionality 8 depends on exchanger type:

(@)

Entering and Leaving Loss. If L, is small, b will need to be
small for the sake of fin effectiveness, and ¢ will have to be small
in comparison to b in order that K. + K. (air drag due to block-
age) is small. Referring to equation (6), we would like K’ to be
within 10 percent (say) of K. Typical numerical values (K = 2.7,
¥ = 4.5, oy = 0.83, E = 1.1, F = 0.94) would then suggest that
K. + K. should be less than about 0.8. This is easily arranged:
Fig. 5-3 of [7] tells us that if ¢ = 1/3b, then K. + K. would be
about 0.5 for laminar flow and 0.4 for a Reynolds number (based
on b) of 2000. We expect to be in the middle of that range, and
therefore conservatively specify ¢ = %hb and K, + K, = 0.45.

Pumping Power. Water pumping power should be limited to
some reasonable fraction, certainly less than 1 percent, of plant
output, or % percent of . We assume for the moment that the
important resistance is frictional, apd that the flow is turbulent
in a Reynolds number range for which the Colburn formulas

apply:

Ac = B_LVwa’l’ha

Journal of Heat Transfer

Table 1 Size functions ¢ and «%, for P; = 0.5

ar 0.4 0.6 0.7 0.829 0.9
¥ 11.40 6.20 5.21 4.75 4.97
arty 1.82 2.23 2.55 3.26 4.03
v, 47,
L~ 0023 Re, /5 = Prt/igt,: Re, = ——2  (9)
8 Vi
The pumping power is, for each module,
P, 1 '3 r Ly
N T 2Py 4y, e, (10
and, for each module,
Q : oy
N prprvachcw ; AT, ={ (1 - Py (11)

For the geometry shown in Fig. 2,

A, =Le/n; Ay = 2L,(L, + ne); dvy = 2¢/(1 +ne/L,)

(12)

Perhaps, for the sake of counterflow equivalence, we would add
a partition in each of the passes. In that case,

Ay = 2Ly(L, + 2nc); 4, = 2c/(1 + 2ne/Ly)  (13)

Clearly, in equation (10), we can use equations (9), (11), and
(12) or (13) to express Py /N in terms of Q, N, n, ¢, La, ATw, Lw
and the properties of water.

Heat Transfer Effectiveness. To find the remaining unknown
E, we return to equation (3). We may eliminate A4hq, and use the
Stanton number from equation (9) to eliminate k. Further not-
ing that A, = NA,’, we may express E in the same terms as Py.
It is convenient to give E in terms of its deviation from 1:' A =1
—(noE)~1 Thus, by an algebraic process too tedious to describe,
the two equations (3) and (10) may finally be put in convenient
forms from which Ly, has been(eliminated by use of equations (6)
and (8):

0.2500 wI? n no 112ty 112
12 Wit g, ;
NL A = G c (ATw/To)(Pw/Q)UZ(Uw) noFT
‘ (14)

A1/8 ne 875
=5 1+ I )

_ 6.242 Bb14/5c15 St Re 10,15 afy 215

S e e G )

where G and o are related to a sort of Reynolds number based on

Pu; Puw 0
60 G ) T
P G " 172G T
= w a
=) G e (18

Equation (14) says that the number of passes (n) should be
small, to keep N or A small as possible. In equation (15), n is cou-
pled with the small ratio ¢/Lq, and is not important. However, if
n is not at least 2, counterflow equivalence (F) will suffer, and
tower size will be large. Probably, n = 2 is the best choice. With n
= 92, the fin effectiveness on the water side (n,) may confidently
setequalto 1.

Our set of basic equations is now complete; equations (8), (14),
and (15) yield E, N, and L., after a pumping-power level P, /Q is
specified. Pumping losses related to module-header connections
and the headers themselves will be mentioned later. We are now
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ready to select a heat-exchanger type and a set of operating pa-
rameters.

Heat Exchanger Selection -

A careful survey was made of the heat- exchanger characteris-
tics collected by Kays and London [7]. We require small values of
K and rno) and a large value of St,Res, and because we know Lg
will have to be small, we limit consideration to the plate-fin cate-
gory. We should emphasize that our purpose is to illustrate techni-
cal possibllities; thus, we are not concerned here with such’ Ques—
tions as relative construction costs or-fouling and’ corrosion sus-
ceptibility. Neither shall we insist that our choice among the
possibilities detailed in [7] is uniquely the best.

The interrupted stiip-fin plate-fin “device shown in Fig. 10-

60 of [7] and the present Fig. 2 seems to be an attractive choice.
"The following tabulation of properties (at low Reynolds number)
serve to define this device.
The values of K and StoRe, are conservative becausé the test re-
sults were probably obtained at' constant- wall temperature,
whereas constant temperature difference or heat flux would: be
more appropriate, and would give slightly higher values of St,.

From the foregoing data we can calculate the fin effectiveness
20. From. equations (2-8) of [7],.-ml = 0.31, and from Fig. 2-
11 and equations (2-3) of {7], we find

7= 0.97; ng=1-0.843(1 —7n,) = 0.98r (1'7)
This result is conservative becduse the effect of the-splitter has
been néglected. Probably, such'a hrgh fin effectiveness'is not nec-
essary for the cooling-tower application, and some penalty in
overall materlal ut111zat10n is being paid. .

Duty Parameters For An Illustrative Example
Temperatures For purposes' of further calculation, we adopt
the temperature requrrements shown in parentheses on Fig. 2.
The condenser temperature is taken to be 134 F, correspondrng to
condénsation at 5. 03 in Hg, which is a practrcal maximum for
conventional steam turbines. A minimum temperature difference
between condensing steam and cooling water of 7 F is usual; thus,
the entering water temperature is 127 F: The ambient air temper-
ature is taken to be 87 F, which, for example, is exceeded only 5
percent of the time at Philadelphia. Thus, ITD is 40 F. We choose
a water range of 20 F (P; = 0.5) as typical, but we consider the
three illustrated possibilities for air range. 120.2 F corresponds to
= 0.83, and would give minimum tower size. 111 F and 103 F
correspond to «r = 0.6 and 0.4; these presumably give smaller

‘ 1202
‘air out -<111 )
103

& D

)
NV

7

\e‘\
, v%

NI,
WA 2

VAVA

AVA

e

b‘.! ~<
water in (127 °F)

water out (107)

FIQ 2 Sketch of heat- exchanger module. There are N such modules
each of width b + ¢. 2 water passes are illustrated. Three‘ “air out” tem-
peratures correspond to oy = 0.829, 0.6, and 0.4%: -
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‘while the ajr side is unmixed, Flg 11-14 of 8] gives F =

pass arrangement may-be acceptable

heat exchangers but larger towers. Table 1 .gives the correspond-

‘ing values of ¥ and «a;%.

- Counterflow Equivalence. From the temperatures specified in
Fig. 2 we may calculate counterflow equivalence.. Most heat-
transfer books (see {8, Chapter 11]) display the. appropriate
graphs, but only for a single pass. It is easy and quite accurate to
assume the two passes of our problem have equal heat-transfer
coefficients, and equal temperature changes. Values of F can then

Dbe found for both passes separately, and averaged in proportlon

to the mean a1r water temperature drfferences for each pass

For two passes, without partitions, each water pass is “mixed,”
(0.85,
0. 94, 0.98) for ‘the first water pass, when ar = 0.829, 0.6 and 0.4. F
=(0.92, 0.95, 0.97) for the second pass. The combmed value is

kthen F = (0. 81 0.94, 0.97). The flrst of these results, 0.81, is per-
haps unsat1sfactory If a partrtlon 1s introduced into each pass, so
\that the water side is. also “unmrxed” then. Fig. 11- 15 of 8]

gives the overall result F = (0.91, 0 94, 0.97). These are the coun-
terflow equivalences we will assume for our numerical example
Obviously, it is only when o is large (0. 829 say) that partrtrons
make a difference; for our example, we will asSume partrtrons for
0829butnotfor0 6or0.4. .

lf we had assumed n =1, and one part1t10n “we would have
found F' = (0.74, 0.87, 0. 92). Wrth no partition, F = (- -, 0.78,
0.90). These results suggest that if the lower air- range Values are
chosen (to emphasrze air-side area m1n1mrzatron) then a smgle—

Heating and Pumping Power. We choose Q = 1 6. 105 Btu/sec
=168 MW, for ease of later comparison with the Rugeley tower

1, 2], and we. should keep in mind that for a 100() MWe power

plant of 33 .percent thermal effrc1ency, 12 of our towers will be

-needed. We take water purnpmg power to be 5-10-¢ Q, or 94 kW

for each tower. If the plant is 33 percent efficient; that is ~only
0.001 of electrrc power This is greater ‘than’ that for Rugeley,
which we estimate fo require about 2-10~ -4 Q however there is
no point in insisting on such a very low pumping power level ifa
more important advantage should lie with a. somewhat hlgher
level. We may note the following quantltles calculated from 'Q
using average arr and water temperatures ‘of 100 F and 117 F: [ =
2198 fi; W =" 1741107 ft; G = 1.0164-10% and J =
1 1018-1012 (see equatlon (16)). j ‘

Draft Hezght For natural draft we adopt ‘the same shape
as at Rugeley, where the height above the midpoint of the ‘heat-
exchange columns i is 332 ft and the exit diameter is 220 ft. Thus,
Y = 1.703vAg. For mechanlcal draft we choose the fan mechani-
cal power to be 5.10-3 @, or about 1 percent of typrcal electric
output This is a very severe requirement; 3 percent is more com-
monly assumed {5]. In our case, equivalent draft he1ght is con-
stant, accordrng to equation (2) Y = 522 ft.

We also specify that £ = 1.5, and values of DE follow from
equation (4) for both types of draft.

Numerical Results and the Rugeley Tower. ]
Numerzcal Results. TFor our illustrative example we now may
make approprlate numerical substrtutlons in equations (4), (5),
, (T); (8), (14), (15), and solve them. to yield the results in
Table 3. The guantities in the last three rows will be defined sub-
sequently, as will the entries under the “Rugeley” column. All
lengths are in ft. Neglectlng the water- passage wall thickness, the _
frontal area 4; = (| b+ ¢ )NLyy. Dividing by equatron (8), we see
that A,«/Ac is a constant, = 1.75 under our assumptions.
Scaling Rules and. Rug geley Tower Descrzptzon Before d1s-
cussing Table 3, we should 1ntroduce certam details of the Rugel-

Table 2 Propert1es of heat exchanger

b = 0. 201 in. fin thlckness 5= 0.004 in.

Fm spacing 0.0499 in. ~ splitter thrckness = 0.006 in.

0.125 in. 1nterruptlons mrw = B = 698 ft—!
volume

drn, = 0.004892 ft. St.Re, = 12; K =
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Table 3 Features of illustrative towers

Natural draft

«; 0.829 0.6 0.4
A 0.0984 0.0936 0.0777
L, 0.0634 0.0400 0.0255
L. 13.78° 10.88  8.67
N.10-+ 20.51 27.12 41.56
A, 100 4.04  4.22 515
A,-10-¢ 209.6 138.0 107.4
A;1074 7.09  7.40  9.04
Ap-10~+ 1.46 2.16  3.51
Dy 136 166 - 211
. ~ 208 250 319
A/Ap 276 1.96  1.47
g 19.3 © 18.1  16.7
Re, 190 252 310
Re., 4015 5184 4546
H 62.2  53.5  51.2
N. 82 127 204
Dy 0.98 0.81 0.67

ey tower, scaled for the temperature parameters assumed for this
study. This will provide a basis for comparison, and also suggest
a physical arrangement for our tower design.

One may easily derive the scaling laws by which the various
calculated quantities would change if only the heat load changed,
all other parameters kept the same, and if only ITD changed,. all
else the same. For example, A, scales as @ or as (I’)-1 for both
natural and mechanical draft. Dg and Y go as @2/% or (I’) 3/5 for
natural draft; Dg goes as Q/2 or (I’)-3/% for mechanical draft. L,
scales as (I’)%/5 and (I’)}/2 for natural and mechanical draft, re-
spectively. . .

The Rugeley tower was designed for an I’ of 0.0683, and «; =
0.65, P = 0.47, for which ¢ = 5.7. The tower height and exit di-
ameter are 332 ft and 220 ft. The heat exchanger is a finned-tube
device with an air hydraulic diameter one may estimate to be
about 0.013 ft. Probably, F is:about 0.92 and E is about 1.60, with
a fin effectiveness of about 0.83. For the Rugeley service, [ = 21.5
ft. One may then infer from equation (1) the reasonable value of
4.9 for the overall K’. It is very difficult to speculate about perfor-
mance parameters of this proprietary heat exchanger, but we
may note that an important contribution to K’ may have to do
with the arrangement of heat exchangers in the tower. In effect, -
there are 216 vertical columns, 8 ft wide, 6 in. deep, and 48 ft
high, arranged in a sawtooth; or delta pattern about a base circle
of 325 {t. The vertex angle of the deltas is about 67.5 deg; the ratio of
A; to the entering flow area (x-48.325) is 1.69. The configuration
is sketched in Fig. 3. Table 3 and Fig. 3 show the slightly differ-
ent values obtained by scaling for our slightly higher I’ = 0.0731
(Q is the same, of course). The vertical tubes, in a two-pass sys-
tem, communicate with headers around the base of the tower.
Especially at the inner vertex of each delta one must expect sub-
stantial flow separation and consequent loss of effectiveness (see
[2]). Referring to equation (1), this loss would appear as a-dimi-

nution of A., entering as the square, equivalent to an increase of
K.

A Proposed Arrangement of Heat Exchangers

Returning to the present design suggestion, we address the
question of how our fine-grained heat exchanger is to be con-
nected with water headers and arranged in a cooling tower. We
may observe in Table 3 that values of L., are all in the range of
7-15 ft, comparable to the width of the Rugeley columns. Thus,
we are led to a suggestion of Pimputkar [9] that the heat ex-
changer modules be horizontal, and communicate with vertical
headers. One version of this scheme is sketched in Fig. 3, with the
resulting columns organized about the tower in the same delta
arrangement as at Rugeley. Let us suppose the same vertex angle
67.5 deg, and the same proportion of base to exit diameter as at Ru-
geley; the column height can then be shown to be H = 0.120 A,/
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Rug-

Mechanical draft eley
0.829 0.6 0.4 0.65
0.1098 0.1010 0.0836 0.242
0.1017 0.0581 0.0327 0.507
14.74 11.39 9.05 7.68

12,11 17.99 31.22
2.55 2.93 4,04 4.39
212.3 139.1 108.2 747
4,48 5.14 7.08 7.66
0.919 1.49 2.74 3.52
108 138 187 211
522 522 522 319
2.78 1.96 1.47 1.25
30.8 26.2 21.4 10.9
301 363 395 615
4874 5925 5167 14,400
49.6 44.6 45 .4 46.1
61 101 172 216

1.05 0.85 0.70 L

Dg; this formula furnishes results displayed in Table 3.2 Again,
we find column heights comparable to Rugeley’s 48 ft. The num-
ber N¢ of such columns required for the tower is given by bN/H;
these are also displayed in Table 3. In summary, for example we
have calculated that for natural draft and «; = 0.829, our tower
requires 83 colimns 62.2 ft high, 13.8 ft wide, and 0.76 in. deep.

The header diameter should be large large enough that the
water velocity is low, to give satisfactorily low losses as water is
supplied to the modules. For Fig. 3, Pimputkar’s thesis 9] indi-
cates that the most important water pressure loss, in addition to
that already accounted for in the heat transfer passages, is the
frictional loss within the headers themselves. A simple calculation
may be based on equation (10) as applied to the headers, remem-
bering that the water flow (of 130/N. cfs) is double-pass within
the single pipe of diameter Dy;:

Py = 259,600 HD, 43N _"%8 ft-Ib/s
The frictional power in the heat transfer passages is P. (=

62240/N;) ft-lb/sec per column, and thus if we choose Py /P: to
be 1/10, for example, we find '
D, = 2.18 yo20hy ~0.875, (18)

Equation (18) gives the last row of Table 3, and we see that Dy is
about (1/15) Ly, in all cases, which would seem to pose no serious

21t is noteworthy that our value of A; /A = 1.75 matches that of Rugeley
exactly, by accident.

Column
Arrangemaents:

Rugeley

{216 columns) —* J\
A~

Present Presen! exomple
example (module detait)
(T5columns)

Fig. 3 A heat-exchanger configuration based on Table 1, ay = 0.600;
sketches are distorted in scale
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Mm-n
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Natural

{1/
1
A,wn"‘mnk$ 11

Mechanical draft

A,010%= 21 ISR
draft

Fig. 4 Sizes of cooling towers for 1.6-10°% Btu/sec accarding to Table
1; 12 are needed for a 1000 MWe plant—heights are measured from
center of heat-exchanger columns

problem of flow blockage. Further, if we allow Pu/P. to be 1
(thus, overall water pumping power would be 1-10-2 & instead of
5.10~* @) then all diameters would be smaller by the factor 0.62,
and Dy would be only about (1/25) L.

Presumably, these headers might be shaped aerodynamlcally to
reduce their drag effect, or might be incorporated in guide vanes
designed to turn the flow properly through the deltas. One should
realize, in any further studies of this concept, that a low-drag
heat exchanger such as we propose may not turn the air flow as
efficiently as the higher-drag Forgo device; then, either airfoils
must be provided to turn the flow normal to each column face, or
the delta configuration must be abandoned as a means of increas-
ing A.

Discussion of Results

Returning to Table 3, we may compare our caleulated towers
with each other and with Rugeley. Fig. 4 sketches external size
results for the various values of a; and tower type. Typically, 12
such towers would be needed to cool a 1000 MWe plant. Of
course, size and number may be traded off by use of equation (1);
if fan considerations restricted the exit diameter of the mechani-
cal-draft tower (with a; = 0. 829) to 50 ft, then 18 towers would be
needed, with the same total 4.

The sizes illustrated show that natural-draft towers of much
less visual impact than Rugeley may be achieved. The smaller
sizes are due chiefly to the increased free-flow to exit area ratios;
for a; = 0.829, Ac/Ar = 2.76 as compared with Rugeley’s 1.25,
and A./Ag enters as the square. Secondarily, smaller values of K
and E contribute to size reduction. The reason smaller values of
ar lead to larger size is that the minimum Ag (the 1.5 multlple of
which is our actual Ag) increases as o7 is made smaller.

The heat-exchanger surface areas are noted on Fig. 4, and show
that the heat-exchanger area may reasonably be less than one-
quarter that of Rugeley. The basic reason for this reduction is
that the present exchanger type is finer; our air hydraulic diame-
ter is ra(qy =~ 0.005 ft compared with 0.013 (estimated) for Rugel-
ey. Secondarily, E is smaller; here E = 1.18 for a; = 0.829, com-
pared with 1.60 (estimated) for Rugeley, and equations (6) and
(7) tell us that E enters as the 3/2 power. Parenthetically, the
smaller value of E is associated with a larger coefficient of total
beat transfer per frontal area; e.g., 728 Btu/(ft2 deg F hr) for nat-
ural draft and a7 = 0.83, as compared with 578 Btu/(ft2 deg F hr)
for Rugeley.

Table 3 and Fig. 4 bear out the expectation that a smaller air
range o; leads to a smaller heat exchanger but a larger tower.
These trends require a smaller depth Lg; for a; = 0.4, one finds La
= 0.3 in., which is almost absurdly thin.

Typically, the exit velocities from the tower are largest for the
smallest towers, especially for mechanical draft because of the
greater draft height assumed in those cases. For natural draft,
velocity is twice that at Rugeley, while for mechanical draft, it is
three times more than at Rugeley. However, because of the small-
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er air passages, the air Reynolds numbers are substantially lower
than Rugeleys, and are firmly in the laminar regime. Water
Reynold’s numbers are still turbulent, but are about 1/3 of the
Rugeley values, again because the passages are small. Corre-
spondingly, the Rugeley water pumping power is less than that
chosen here; we feel that pumping power at these very low levels
(up to only 1/10 percent) is not a serious problem, and may be
rather arbitrary.

The mechanical-draft systems are somewhat more compact
than the natural draft. However, it seems to us that natural draft
might well be preferred, if the height does not exceed 200 ft for
each tower. Even the mechanical draft tower would be very large,
and the costs of machinery and maintenance, the development
costs of large fans, and the inevitable difficulties about fan noise
would seem to place it at a disadvantage compared with the nat-
ural-draft type.

Concluding Remarks

We have shown that a strong incentive exists for a fundamental
redesign of dry cooling towers, based on an open, very shallow
heat exchanger, adopted in order to reducé sizes of both the heat
exchanger and the tower shell. The same principles ought also to
improve the dry paths of “wet/dry” hybrid systems [10]. We be-
lieve that our calculations for a particular example and set of. .as-
sumptions show that no fundamental obstacles block this ap-
proach.

There are, of course, difficulties to be encountered in further
development. Three such are: (1) One must expect fouling of a
fine heat exchanger with dirt and other matter, and metal corro-
sion when exposed to outside air for a long time. In view of the
reliability required of power-plant components, these problems
will require careful study. (2) A fine heat exchanger, arranged in
columns such as those sketched in Fig. 3, will require mechanical
support; this in turn will introduce unwanted drag increments.
(8) The best configuration of heat exchanger for turning the air
flow efficiently must be found. This will be a touchier problem
than at Rugeley, because our flow resistance is less. k

Solution of these and other problems would depend on whether
the natural or the mechanical draft tower is thought more attrac-
tive. We tend to favor-the natural draft pr1nc1ple in this case; for
reasons already mentioned. : :

In conclusion, we should emphasize that certain of our assump-
tions were rather arbitrary, and merit further study. For example,
a single-pass heat exchanger might be acceptable; if so, provision
of a practical shallow heat exchanger might be easier. The fin ef-
fectiveriess of our plate-fin device is ruch higher than it needs to
be; perhaps the water passage (quantity c¢) should be wider. Fi-
nally, we have varied air range («;) but not water approach (P);
this should be done, though ar is no doubt the more critical pa-
rameter: ; .
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Heat and Mass Transfer of Spray
Canals

A numerical analysis is presented for the heat-exchanger performance of open, direct-
contact evaporative spray cooling of large electric power plants. Floating spray modules
are placed essentially in series in this large-scale application. The module “unit perfor-
mance” is formulated in terms of Number of Transfer Units (NTU) as suggested by ele-
mentary drop dynamical theory. The vverall canal performance is analvzed by o numeri-
cal procedure of marching along from pass to pass of spray modules. Hydrodvnamic mix-
ing within the canal and air-vapor circulation interference above the canal are incorpo-
rated as suggested by theoretical considerations and field experiments. The analvsis was
applied to a number of field tests of several spray canals and the apparent values of
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NTU were correlated with wind speed.

Introduction

Upward of 10% gpm (4 X 108 liter/min} of cooling water is heat-
ed about 25 F (14 ) in the cooling of condensors of multiple 103
- MW(e) steam-electric power plants. In order to avoid this
enormous concentrated thermal discharge to natural water bod-
les, increasing attention s being devoted toward supplemental and
closed-cyele cooling directly to the atmosphere. Depending on
local economic and environmental factors, the spray canal is an
attractive alternative to the artificial cooling pond and the evapo-
rative cooling tower. A canal or series placement of sprays is used
in order to alleviate the heating and humidification of air that oc-
curs toward the center of large spray ponds.

Heat-and mass-transter aspects of cooling ponds [1]! and evap-

orative cooling towers |2] are relatively well known in terms of
heat-exchanger performance. While the fundamental aspects of

direct-contact evaporative cooling are reasonably understood,
spray-canal analvses were not available in a manner that could
be calibrated by field tests [3].

[n the present work, the Number of Transfer Units (NTU) con-
cept is applied to the individual spray module and incorporated
into the numerical analysis of the entire canal. Both cooling range
and evaporative loss are determined. The NTU may be deter-
mined by comprehensive drop dynamical theory or by perfor-
mance tests of individual modules. However, in the present case
the NTU are determined from tests of entire canals by matching
their observed performance to the theory. This approach provides
the calibration necessary for theory, experiment and design.

Some typical floating spray. modules are shown in Fig. 1. Spray

module “A7 incorporates manifolded cone-impact spray heads [4]

! Numbers in brackets designate Reference at end of paper.

Contributed by the Heat Transfer Division for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer
Bivision. December 12, 1973, Paper No. T4-HT-AA.
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while module “B” uses a single slot nozzle integral with its float
[5]. Both units spray about 10* gpm (4 X 10% liter/min) of ap-
proximately l%-in. (1-cm) dia drops and are powered by nominal-
ly 75-hp (56-kW) electric motor pumps. Several hundred of these
units are needed for closed-cycle cooling of multiple 103" MW (e)
generating capacity. Moored perhaps 4 rows wide (4 units per
pass), a canal 200 ft (61.0 m) wide and several miles (several km)
long is reguired. A depth of 10 ft (3.05 m) and a flow of 10% gpm
(3.8 x 108 liter/min) results in a canal velocity of about 1 fps (0.3
m/s). The most critical condition occurs in hot bumid weather
when the electrical demand, thermal load, and wet-bulb temper-
ature (the cooling potential) are all maximum.

Current systems incorporate up to about 100 units and are used
mainly for supplemental cooling. Tests of these svstems are dis-
cussed later. Larger systems under construction are based largely
on this experience (6].

! 1607
(48 m)

_ 40 |

(ozm)ﬂ o N o

i ® o
‘ S )

A etevation 3

not to scale

Fig. 1 Schematic diagram of typical spray modules using (4) manifold-
ed multiple cone-impact spray heads, (B) integral float and slot nozzie
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The canal for closed-cvele application is best laid out over a
large loop. This configuration reduces both air-vapor interference
and the environmental impact of the concentration of moisture
and heat. Drift amounts tvpically to less than 0.01 percent of
sprav flow [6] and is insignificant from the thermal point of view.
Evaporation, however, typicallv amounts to several percent and
is incorporated into the thermal analysis in terms of both the en-
ergy balance and make-up water requirements.

As the plant-discharge water flows down the canal from pass to
pass, each spray module cools a small portion of it by direct-con-
tact cooling. This spray water mixes with the bulk flow and there
is a gradual approach toward the wet-bulb temperature depend-
ing on the number of modules employed.

Major problems with spray canals include: (1) the unit pertor-
mance of individual spray modules, (2) the pass-to-pass balance
of energy along the canal. and (3) the interference of air-vapor

circulation among modules. These problems are discussed in the
following sections. The analvsis is then applied to conditions of
canal field tests. The unit performance parameter, NTU, was
varied until the observed cooling was reproduced. Results are cor-
related with wind speed.

Unit Performance

[t is possible to study spherical water droplets in a uniform me-
dium and to determine their trajectory, cooling, and evaporation.
Empirical {7] or analytical [8] transport coefficients may be em-
ploved. Unfortunately. the drops emitted from a spray module
are translated through a three-dimensional air-vapor flow field
determined by the ambient wind, entrainment and natural con-
vection. Elgawhary [9] defined “air cells” associated with the
drops in order to account for air heating and humidification but
this ignores the dynamics both as it affects the drop trajectory
directly and as it atfects diffusion of heat and vapor indirectly.

In addition, the drop size is not known and is subject to a dis-
tribution dependent on flow instability phenomena. Here, one
would have to rely on empirical data obtained from tests of simi-
lar spray generators |10]. Further, drops generated in spray mod-
ules, typically % to 1 in. (0.6 to 2.5 em) in diameter and translat-
ing up to about 40 fps (12 m/s), are unstable due to flow-induced
stresses overcoming the balance between pressure and surface
tension [11]. This leads to an increasing fineness in the direction
of flow. Finer drops are also generated in the presence of higher
wind speeds, an effect suggested by Wilson [12] leading to greater
cooling than otherwise predicted by using a constant drop size.

In summary, drop dynamical theory must incorporate a degree
of empiricism. In the present approach this is done so that a sin-
gle performance ftactor, Number of Transter Units (NTU), is in-

volved in a manner analogous to conventional heat exchangers.
The rate-of-change equations for mass and energy of a typical
water droplet are

~ M/l = KAGe (T) ~ ) 1
—dW (TN dl = HA(T — T, + KA (T e (T) —uw,)  (2)

where M is drop mass, K mass transfer coefficient, A drop surface
area, w humidity (mass of water vapor per mass of dry air), T
temperature, w specific internal energv, H sensible heat transfer
coefticient, I specific enthalpy, and where subscript ( denotes lig-
uid water. ¢ denotes saturated air and vapor in equilibrium and
contact with the liquid, and a denotes the local surrounding air
and vapor.

Neglecting the difference between liquid-water internal energy
and saturated liquid-water enthalpy and using the ideal caloric
equation of state, assumptions justitfied under atmospheric pres-
sure. equations (1) and (2} combine to

- MAT/dE = KAlee (T = T + i (0 (1) = 10)]

= hA(T) — 1) (3)
where ¢, is specific heat of liquid water, ¢ = H/(¢.K) {psychro
ratio), ¢. is the specific heat at constant pressure of air and
vapor (humid heat), t,¢ is the specific latent heat of vaporization
of water and h is the sigma function or total heat, the specific en-
thalpy of air and vapor (per unit mass of dry air) subtracting the
contribution by the amount of moisture present taken as saturat-
ed liquid. This shifting datum of h results in its dependence only
on the adiabatic-saturation temperature, the (thermodynamic)
wet-bulb temperature. Values of A(T) may be calculated or ob-
tained from tables of thermodynamic properties [13]). The factor «
has been absorbed in the coefficient k which replaces K. For air
and vapor ¢ is approximately unity owing to the analogy of heat
and mass transfer, the thermal and wvapor diffusivities being
nearly equal [14].

Equation (3) can be written

] S oar

Cae. T, nry—hn,
where n denotes the initial state in the spray nozzle and s denotes
the state at the end of the spray trajectory. The use of an average
kA /M over the time of flight ¢ integrates the complex dynamical
effect into a single parameter. Equation (4) is known as Merkel's
equation and is widely used in cooling-tower analysis where di-
rect-contact evaporative cooling is also involved. In that case, the
heating and humidification of air is accounted for by emploving
an energy balance (for counter flow) dhe/dT = ¢ L/G where L/G
is liquid-to-gas mass-flow ratio [2].

= (RA/M (4)

Nomenclature
A = drop surface area
B = Bowen ratio of sensible to evapo- transfer coefticient w = absolute humidity
rative heat transfer K = drop convective mass transfer co- xx = distance to kth row
¢s = air-vapor specific heat at con- efficient a = fraction of spray-module flow
stant pressure m = number of rows of sprav modules evaporated
cw = liquid-water specific heat across canal ¢ = psychroratio (Heg/K)
¢ = ratio ()f‘.evaporative to initial- ) M = drop mass‘ » ' ‘ Subscripts
canal flow rate A NTU = number of transfer units of spray a = air-vapor mixture
/ = dimensionless increment in wet- n'nodu‘le o ¢ = saturated vapor
bulb tem})e}rature ' r = ratio of vspray‘module to initial- { = pass along canal
h = total heat or sigma function Acana‘lﬂow raFes n = initial spray nozzle
H = drop convective sensible heat t = time of flight of drf)p' s = final spray
transfer coefficient A T = temperature of liquid water of WB = wet bulb
lie = speyific latent heat of vaporiza- ‘canal or drop o = canal inlet
tion at constant pressure of T, = air-vapor (dry-bulb) temperature ® = ambient
water Twy = wet-bulb temperature
{ = specific enthalpy of water us = specific internal energy of liquid  Superseripts
k = effective drop convective heat water J = row across canal
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In the case of open spravs subject to ambient wind. entrain-
ment and buovancy. L/ is unknown. Further, the definition of a
specitic relative tlow orientation is uncertain although departure
from counter flow could be absorbed in a contiguration factor, as

in conventional heat exchangers, and absorbed in the RHS of

equation (1. [t appears preferable to avoid the artificial intro-
duction of L/G instead by taking A, to be constant over the inte-
gration. One may consider that h, incorporates an average “cir-
culation” allowance above the ambient value.

Chen {15] has shown that for typical spray modules the LHS of

equation (4} can be closelv approximated by using an average in-
tegrand over the integration. Thus, equation (4} is replaced with

(6}

it
2
=
(=]
w

where Ty is the local wet-bulb temperature at which h, 1s eval-

uated. The pertormance factor NTU Is identified as the RHS of

equation (1) and could be calculated accordingly from a more de-
tailed drop dvnamical theory. The value of NTU might also be
determined by measuring 7., Ty, and Twu,. As noted earlier, in
the present approach values of NTU are determined as implied
by the observed performance of entire canals. In any case, once
NTU is known

To= 1T, T, B NTU) (6)

represents the inversion of equation (5). This may be accom-
plished numerically, for example. by using the well-known New-
ton-Raphson method of iteration [15].

The fraction of spraved water evaporated can be found from
the ratio of {inal to initial drop size. This ratio can be determined
by combining equation (1) and the first expression of equation {3)
and integrating. Thus

o= 1ML = —exp e e (T, - T 00+ B
= o (T, = T)/U, (1 + B)) (7

where B is the so-called Bowen ratio of sensible to evaporative
heat transfer, assumed constant over the integration

B = ec{T —T)/ i (0 (T) =10,)] (8)
7) can be made because of the
9.524 X 10-* F~1 (1.71563 x 10-3 C 1}, The
fraction of sprayed water is thus small, and from the thermal
point of view results are weakly dependent on B [15]. Thus, the
spray performance effectively depends on the wet-bulb tempera-
ture rather than both the dry-bulb temperature and the humidi-
ty. The latter parameters can be eliminated conservatively by tak-
ing B = 0 which corresponds to the maximum possible spray
evaporated and lost to the cooling of the bulk canal flow. Further,
the upper limit on evaporative make-up water required is com-
puted on this basis.

The approximation in equation {
smallness of ¢,/

Canal Performance
Considerations for an energv balance of a typical pass of mod-
ules (Fig. 2) include the nature of mixing, possible flow reversal

and recirculation inte the module intake, and the circulation of

air and vapor among modules,

The extent of mixing in a cross section of the canal was investi-
gated at Dresden Station (Illinois) of Commonwealth Edison
Company. Units of type A were emploved (Fig. 1} one unit per
pass in the test canal which was approximately 60 ft (18 m) wide
and 10 ft (3 m) deep and flowing at about 3 tps (0.9 m/s). Tem-
perature was sounded by using a portable thermistor probe sus-
pended frorn shore by cables. Under the test conditions, 10* gpm
(3.8 x 10 liter/min) of spray was cooled about 20 F (11 C) by
each module before falling back into the nominally 10%-gpm (4 X
108 Jiter/miny canal. Ten modules preceeded the test section
which extended downstream without modules therein. The objec-
tive was to determine the length of decay of any stratification. At
the edge of the last sprayv pattern preceeding the unoccupied sec-
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tion, the maximum temperature variation was found to be onlv
0.6 F (0.33 C) in width and 0.8 F (0.44 C) in depth excluding the
visible spray itselt. Eightv tt (24.4 m) further downstream (undis-
turbed), the variation was halved to 0.3 (0.17) and 0.4 F (0.22 ).
respectively. Since the modules occupy about 160 ft (48.8 m) of
length. one can conclude that the test canal is operating virtuallv
mixed pass to pass

Because the Dresden canal is not completely tvpical of antiei-
pated svstems of three-times larger width and one-third smaller
velocity (same depth), consideration of scaling is necessary. The
longitudinal distances for mixing over depth ¢ and width « scale
with the characteristic diffusion lengths given by the products of

longitudinal (canal) velocity V' and the respective characteristic
diffusion times, d?/«g and w?/w,. For open channels, diffusivities
« are both proportional to Vd although the former is about three-
times larger than the latter [16]. Denoting the test condition as
“0. the longitudinal mixing distances are thus L, L o.d/dy
and L, = Lo (w/we)?de/d for mixing over depth and width, re-
spectively. We conclude that equal depth canals will be equally
mixed over depth-—say requiring 80 ft (24.4 m) or ' pass accord-
ing to the Dresden data. However, the three-times wider canal
will require nine-times the lateral mixing length. Assuming the
lateral diffusivity is three-times greater than the vertical. the an-
ticipated mixing distance is 240 (73.2 m) or 1.5 passes. Because a
much larger number of passes is generally involved, it is reason-
able to consider the canal as being mixed at each cross section
from pass 10 pass.

The effect of downstream recirculation into the module intake
can be estimated by considering the ratio of velocity induced by
the modules relative to the canal. For four 10*-gpm (3.8 X 10*-
liter/min) modules per pass in a 10%-gpm (3.8 x 108-]iter/min)
canal, the ratio is 0.04 which is felt too small for large-scale rever-
sal in flow. Accordingly, the module intake, located mid length.
might be taken at mid temperature before and after the module,
Chen {15] has shown that using the upstream temperature alone
leads to less than 1 percent error in canal cooling range under
typical conditions. This is due to the small traction of water being
sprayed per pass and the subsequently small temperature drop
per pass in the canal. The effect of vertical recirculation of
spraved water would seem to be avoided by the high degree of
mixing achieved.

The consideration of air-vapor
deferred until the next section. It
wet-bulb temperature is known at each module or at least can be
determined from quantities known from the computation.

The control volume for a single module of row j and pass t. m,
rows per pass, is shown in Fig. 2. An equal portion of the canal
flow, 1/m;, is attributed to each row across the width of the
canal. The quantities in the square brackets of Fig. 2 denote the
flow rates in ratio to the plant-discharge flow rate. The quantity
r; is thus the spray-module tlow ratio (a known parameter). e,
is the evaporation flow {ratio) lost up to pass { and «, /" is the

circulation among modules is
is assumed here that the local

[

r
EVAPORATION | ral
i

[(l-e)/chT(J)
i1 oW

f—
Fig. 2 Energy balance for an element of a spray canal consisting of m
units per pass
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fraction of sprayved water evaporated so that ri /' is the module
evaporation flow ratio.

As noted before, the upstream temperature 7. ;"' and the
nozzle-intake temperature 7',.;, /' are both taken as the upstream
mixed-canal temperature T,.;. Making these representations,
balancing the energy flow through the control volume of Fig. 2
and solving for the downstream temperature

(1 =0y =g )Ty + mg (1 —a, 91,

— — (9

e g )
1=y = mproy

PRI
75 =

where it is implied that all variables of subscript i-1 are known
from the previous pass. The canal-inlet conditions are ¢g = O and
Ty = Ty, the plant-discharge temperature (a known parameter).
The sprayed-water temperature is given by equation (6)
1, = TlTiy T, . NTU)

1

(10)

[n the present case. the numerical approach included linear inter-
polation of thermodynamic data h(T) tabulated [13] in 1-F
(0.5556-C) increments assuming standard atmospheric pressure.

The fraction of spraved water evaporated 1s given by equation
(7). Using the conservative (and weak) assumption of 8 = 0

a/i(” = ((‘u‘/l;f/;')(Ti-l - TS‘.(j)> (11>

Equations (10), {11). and (9) are solved in that sequence for
each row j. Then the average canal temperature after pass [ is
computed

"
1 :

Ty = — 271,49 (12)

HEp et
The evaporation flow ratio (to plant-discharge flow) is

mi

ey =it 2 roa (13)
j=1

so0 that the necessary information is ready for the next pass i + 1,
etc. It is thus possible to march down the canal for any number of
passes, the spray and the canal approaching the wet-bulb tem-
perature.

In the steady state, a pass-to-pass distribution of canal temper-
ature is obtained. In an unsteady state, we can regard the distri-
bution as following a slug of fluid from the plant discharge ac-
cording to the flow velocity., Knowing the tlow time between pass-
es, meteorological conditions can be referred to each pass for the
selected slug.

Air-Vapor Circulation Interference

Air and vapor is heated and humidified as it comes in contact
with the spray. As noted earlier, for flow within a cooling tower
this is accounted for by an energy balance incorporating L/G, the
liquid-to-gas mass flow ratio. Recirculation allowances are also
recommended to account for partial circulation of the discharge
into the intake from the same or an adjacent tower.

In the case of open sprays, L/G is not well defined, and there is
no single region for the definition of recirculation intake and its
measurement. Accordingly, NTU was based on a “local” wet-
bulb temperature assumed constant for a spray module. How-
ever. the local wet-bulb temperature is variable due to circulation
among modules especially when thev are placed several units
wide across the canal. Further. circumstances may require a re-
turn canal loop in close proximity. The air wet-bulb temperature
is driven toward the {local) canal temperature which suggests

TuB - Tu‘Bx - f(’[ - Tu Bm) (14)
where 0 < f< 1.

The value of / as a function of distance downwind from the geo-
metric center of individual spray modules was also investigated
at Dresden Station. Results are shown in Fig. 3 for two types of
modules operating at three flow rates. The canal temperature was
again determined by the portable thermistor probe. The wet-bulb
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temperature was averaged over several minutes using a mercury-
in-glass sling psyvchrometer, and wind speed was determined by a
cup-type anemometer. There is little variation in data over the
range of 2-8 mph (0.89- 3.6 m/s) and over the three module con-
figurations. The experiments have shown no effect upwind which
suggests plume-or wake-type phenomena.

A single f(x) curve is proposed to fit the data on Fig. 3.
assume superposition as suggested by the diffusion equations ne-

It we

glecting induced flow, the local value of / due to upwind modules
at distance x, would be

(15)

Values of f, for typical 50-ft (15.2-m) spacing are shown in Fig. 3.
For a multiple-row system of this spacing, the values of f would
be 0, 0.18, 0.26, 0.26, ..., 0.26 proceeding in the downwind direc-
tion. In effect, the influence of a given module does not extend
bevond two rows dowmwind. Measurements using electronic psy-
chrometry and series of modules arranged both one and two units
per pass suggests good agreement (within gusts of 1 F (0.66 C)) it
the distance normal to the rows of modules is used independent of
wind angle to the canal, up to a few degrees of being parallel.

In the numerical model. the value of f is specitied for each row
of modules across the width of the canal. The above estimate of f
and superposition is suggested in the interim until more detailed
theory and experiment are available.

Systems Experiments

Hoffman [6] has reported performance tests of three spray ca-
nals operating under a number of conditions. The data are sum-
marized in Table 1 along with that of a new configuration. In all
of these tests, modules of tvpe A [4] were emploved. Measure-
ments included upstream and downstream canal temperatures,
ambient wet-bulb temperature and wind speed. Also noted in
Table 1 is the ratio of module to canal flow rate according to
pump specifications.

Canal D1 refers to Commonwealth Edison’s Dresden Station in
a test configuration where %5 of the modules were in each of two

connected canal elements in counter flow about 100 ft (30.5 m)
apart on center. This configuration was incorporated into the de-
termination of f. Units were arranged one unit per pass in each
canal. A total of 92 modules were operating. Canal C refers to
Virginia Electric Power’s Chesterfield (Virginia) station where 40
modules are arranged 4 units per pass. Canal I refers to Detroit
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Fig. 3 Experimental data and proposed correlation for the dimension-
less air-vapor circulation allowance
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Table1 Systems performance data

Canal-
Plant-discharge Wet-bulb Wind speed- discharge
Canal temp.-I" (C) temp.-F (C}  mph (m/s temp.-F (C)
D1(6] 88.5 (31.39) 55.5 (13.06) 5.0 (2.2) 82.7 (28 .17)
“ 80.5 (26.94) 49.0 ( 9.44) 2511 75.4 (24 .11)
“ 81.0 (27 .22) 60.0 (15.56) 6.0 (2.7) 76.0 (24 .44)
“ 81.5 (27 .50) 56.3 (13.5) 4.5 (2.0) 75.9 (24 .39)
“ 85.2 (29.56) 62.0 (16.67) 5.0 (2.2) 79.8 (26 .56)
“ 86.2 (30.11) 58.0 (14 .44) 4.0(1.8) 80.2 (26.78)
“ 87.5 (30.83) 58.0 (14 .44) 4.0 (1.8) 81.8 (27.67)
Ci6) 109 .1 (42.83) 81.0 (27 .22) 3.0(1.3) 102.8 (39.33)
“ 108.5 (42 .50)  81.0 (27.22) 3.0(1.3) 101.7 (38.72)
Fl6] 74 .0 (23.33) 60.0 (15.56) 5.0 (2.2) 72.5 (22.5)
D2 72.7 (22.61) 31.7(-0.17) 7.5 (3.4) 69 .0 (20.56)
Notes: Canal D1: 7 = 0.010 (module flow canal flow), 1 unit ‘pass, 92 operating units
(1971,

Canal C: r =
Canal ¥': r =
Canal D2:

Edison's Fermi Station test section using 5 modules arranged 1
unit per pass.

Canal D2 represents a portion of the Dresden canal now ar-
ranged 2 units per pass, 40 ft (12.2 me) apart. This case is also of
interest because of the lower air wet-bulb temperature and the
higher wind speed. In the latter case, gusts are appreciable and
must be averaged over the time of flow. Meteorological conditions
were obtained from portable mechanical weather stations located
on each side of the canal.

The numerical approach was applied to the test cases by using
various NTU until the test conditions were duplicated within 0.05
F (0.03 C) of the cooling range which is at most Y% of the proba-
ble experimental error. Results are plotted in Fig. 4 versus wind
speed which is regarded as the principal variable for a specific
module.

An indication of the accuracy of present technique can be oh-
tained by assuming the NTU determined by the solid curve of
Fig. 4 applies. The predicted canal discharge temperature can
then be compared with the observed value and the error ex-
pressed as a percent of observed cooling range for each case. Ex-
cluding the “low point” in Fig. 4, the percent errors ranged from
=3 to 12 percent with an average absolute error of 5 percent. The
latter corresponds to less than 0.5 F (0.28 C) error in temperature
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Fig. 4 NTU determined from systems performance tests (Table 1) of
several spray canals employing modules of Type A [4]

200 | AUGUST 1974

0.020, 4 units ‘pass, 40 units (1971).
0.080, 1 unit ‘pass, 5 units (1971-1972).
r o= 0.010, 2 units /pass, 38 units (1973).

for the present systems and is probably within experimental ac-
curacy.

As noted earlier, it is also possible to determine NTU by ob-
serving the performance of a single spray module and measuring
the temperatures on the LHS of equation (5). Unfortunately,
there are difficulties in collecting the large tlow rates involved or
in sampling the spray spatially. While a manufacturer will pur-
sue this course in his developmental program. the resultant data
are considered proprietary. Hoffman [6] describes such a study
but the results have not been published.

Conclusions

The performance of a sprayv-canal cooling svstem was shown to
depend on three principal effects. These include the performance
of an individual module, the energy-flow balance marching along
the canal pass to pass, and the air-vapor circulation interference.
In the present case, the module NTU was determined by match-
ing theory to experimental results for entire canals. The interfer-
ence allowance, defined in terms of a dimensionless wet-bulb
temperature increment, was obtained experimentally. In both
cases, the results apply to a specific tvpe of spray modules. Thus,
results are useful primarily in substantiation and calibrating ex-
isting systems and in extrapolating to new canal designs in terms
of present experience.

Additional theory and experiment are especially needed in the
case of the air-vapor circulation allowance. This determines, in
effect, how the performance of the entire system departs from the
sum of its parts. The lack of effect upwind of modules suggests a
plume or wake model may be appropriate. The effects of wind
speed and direction, spray geometry, row spacing, etc., require
further study.

In terms of spray-module performance, individual modules can
also be tested in terms of observed temperature drop of spraved
water. While this procedure is considered less accurate because of
sampling problems, gusts, and the like, it is necessary when in-
troducing new designs. It is also desirable to develop more de-
tailed drop dynamical theory in order to predict NTU in proposed
designs and to evaluate existing ones.

The numerical method incorporating known NTU and interfer-
ence allowances can be used to determine the required number of
spray modules for specified design conditions of plant-discharge
flow rate and temperature, wind speed. wet-bulb temperature,
and the desired canal-discharge temperature. This approach has
been used in the design of several large systems [5. 6]. For off-de-
sign conditions, the design number of units can be used to deter-
mine the canal-discharge temperature achieved. Such informa-
tion is necessary in order to fully evaluate the economics of the
overall plant performance. It is also necessary for performance
acceptance tests since they seldom will be conducted under the
exact design condition.
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Introduction

The purpose of this paper is to show the behavior of the ther-
mal constriction resistance that occurs in a channel-plate type
heat exchanger.

The study was prompted by the evaluation of designs for re-
jecting heat from submarine hulls, in particular deep submer-
gence hulls of spherical or cylindrical geometry. In these latter

cases, the hull walls are thick to counteract the extreme water

pressure at great depths. In addition, because of the consider-
ations of stress concentrations it is desirable not to penetrate the
hull with piping in order to provide for an external heat exchang-
er. Thus, the design is limited to using the hull itself as the heat
exchanger surface. Channels on the inside of the hull carry the
coolant fluid to the hull surface. ’ ‘
A typical arrangement of the channel-hull design is shown in
Fig. 1. Here the channels are considered to be made of an elastic
material to accommodate the contractions in the hull itself when
under pressure. The elastic material is bonded to the hull in the

area beyond the channels thus leaving the coolant fluid to be in-

intimate contact with the inside hull surface. The constriction of
the heat flux lines in the plate are shown for one of the channels.
The geometry studied here however is a rectangular one as shown
in Fig. 2, since it is the most easily presented. The results how-
ever may be used to estimate the effect of the constriction resis-
tance on other geometries.

This problem is similar to that of Van Sant [1]* and Schmitz
[2] who studied the problem of a strip heated flat plate. Van Sant
was concerned with the variation in temperature on the convec-
tively cooled surface for cases of both uniformly heated strips and
uniform temperature strips. In the present study, the former case
is employed to obtain a constriction resistance coefficient (Cunr)
for uniform heat flux (UHF). Unfortunately, no comparison of the
present study can be made with that of Van Sant since in his

work he was concerned with temperature variations, whereas in

the present study attention is given to thermal resistances. How-
ever the same equation for temperatures is employed, although it
is expressed in a different coordinate system.

! Numbers in brackets designate References at end of paper.
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The present study is extended to consider the case of a convec-
tive heat flux (CHF) boundary condition at the channel surface.
This part of the present study constitutes the more important
contribution to this paper, since it gives a feel to the designer as
to the importance for taking into account a more complex bound-
ary condition.

Schmitz was concerned with the problem of predicting the heat
flux through a flat plate maintained at a constant temperature on
one side and heated uniformly by strips on the other side. Here
also the work of Schmitz cannot be easily compared with the
present study, since in the present study attention was confined
to a convective heat flux boundary condition at the outer surface
of the hull, which represents a more real condition for the purpose
of this study. Limiting conditions, such as an infinite external
heat transfer coefficient in this study would provide such a com-
parison, but was not made.

Analysis

The problem treated here [3] is the evaluation of the constric-
tion resistance, Rc, between the inner channel surface, a, and. the
entire external surface, b, whose average temperatures are Tq and

- Ty respectively;

R = (T, — T,)/Q (1)

T, = (1/a) j'a T(0, 2z)dz @)
: 0
7, = /) [Tl 2
0

and @ is the heat load for half a channel.

" This type of presentation is better adapted for the design of
heat exchangers where the thermal resistance of the coolant fluids
on both sides of the plate are considered in an application. In this
case the total resistance is given by

Ry = 1/ha + Re + 1/Ib = Q/(T; — Ty) 3)

The constriction resistance Re is a function not only of the ge-
ometry and conductivity of the plate, but also of the heat transfer
coefficients, h; and hg. In Van Sant’s work the problem was sim-
plified to exclude the effect of h; by assuming that uniform heat
flux occurs over the surface covered by the channel. This ap-
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Fig. 1 . Configuration of channel-plate heat exchanger

proach is also taken in this study in order to provide a rational
for the solution of the more complex problem involving h;.

‘Solution

The problem consists in the solution of the Laplace equation
A2T = 0 with the following boundary conditions:

CFe :
52l = Sy < @
9
a_Tl -0 for (0 <y <85 ()
Z 2ap
g_yT = ¢l7 = T(,2)]  for (0 <2< 8) ()
y=t B :
or - ¢,|T; = T, 2)|for convective heat flux,
W, = T _ Q/ak for uniform heat flux over

0 <z < a),andOov‘er (a < z < D)

(7)
where ¢o = Ho/k and ¢; = h/k

When the first three of the boundary conditions are applied,
the solution for the temperature of the plate is given by

T(,2z) = Ty + Dly/t — 1 —1/¢4b)
2 Ay ALy
+2, D,(te T4 e?) cos Nz (8)
i=1 .
where

9)
(10)

= [0y = e/ Ol + doh)] exp (20,0)
N, = gu/b,i =1,2,3, ...

and Dy is the zeroth coefficient which contains the term ¢.

In both cases, uniform heat flux (UHF) and convective heat
flux (CHF), the average surface itemperatures 7 and T given by
equation (2) are the same.

T, = Ty + Do =1 =1/¢y) +22¥,D,(sinx;a)/x,a (11)
3=t .

TI] hI

o
L
| Tosho

Fig. 2 Rectangular geometry

i

Pt o

where

Y, = ¢ +1 (12)
T, = Ty —Dy/dyl (13)

Since for both cases )
Q = — Iyh(Ty — T, =— Dy(bl/1) (14)

the constriction resistance R¢ given by equation (1) for both cases
is

Re = (t/bk)[1 - (1/D,) i‘quon,(sm na/xa)  (15)
j=

Equation (15) can be normalized by dividing by the plate resis-
tance (£/bk) to obtain the constriction coefficient C:

C = R/ (1/bk)

=1— (1/Dy) 25 ¥,D,(sin x;a)/x;a (16)
j=1
In both cases the coefficients Do and D; are determined by
applying a Fourier series expansion to their respective fourth
boundary conditions (7).
Uniform Heat Flux. In the case of uniform heat {lux both Dy
and D;j are explicit functions of the arbitrary heat load Q.

Dy =~ QT/ bk JEEam

Dy = (~2Q/bk¥y") (sin Mya)/Na :.  (18)
<57

where /
podl

\[10’ = ,\I(E -1)
Since Dy is directly proportional to the arbitrary Q, it is expe-
dient to consider Dy to be the arbitrary quantity in this study.

Thus
(19)

When equation (19) is applied to equation (16), the constriction
resistance Cyyy for the uniform heat flux case becomes

o

Cyyr =1 =22 @/ 1) [(sin X ;a)/xa)
J=1

Equation (20) was found to converge rapidly, usually requiring
about 10 to 20 terms to gain convergence (o within one percent or
less. This is in accord with the work of Van Sant who found that
his equation for temperature distribution converged rapidly. The
constriction coefficient Cynr is shown in Fig. 3 for the common
ranges of design parameters, a/b, t/b, and hgt/k. For very thick

Dy = (2Dy/Wy'1) (sin x;a)/> 0

(20)

Nomenclature
Agy = coefficient matrix
a = half channel width Ry = total thermal resistance Yo' = ME- 1)
Bij = defined by equations (25) and (26) T = temperature X = cigen values
b = half distance between tubes t = plate thickness
C = constriction coefficient y = coordinate normal to the plate Subscripts
Cc = correction factor for the convec- z = coordinate parallel to plate and a = plate surface in contact with
tive heat flux case normal to channel channel (uid
Dy = Fourier coefficients for tempera- Vi = coefficient vector b = plate surface in contact with ex-
ture «; = defined by equation (24) ternal fluid
h = heat transfer coefficients hr= hefk I = internal
k = thermal conductivity do = hofk 0 = external
@ = heat rate for half channel ¢ro = defined by equation (23) CHFE = convective heat flux
R¢ = thermal constriction resistance t = defined by equation {9) UHE = uniform heat flux
of the plate Yo = defined by equation (12) f.j = subscripts for matrix or series
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walls (t/b — «) the constriction coefficient approaches unity as T T T T T Rg T T "o T
can be seen upon inspection of equation (20). For very thin walls 00— a1 -jLOO
(t/b — 0) the wall resistance approaches that of the wall area CC B B G2 C
under the channel (t/ka). However the definition of the constric- ; i 03 ol 1°C
tion coefficient is based on the entire area of the wall (t/bk), 7 ) ) ]
hence it goes to infinity when ¢/b goes to zero. 0l hit/k=0i 7 [ hit/k=o t/b Loso
Convective Heat Flux. In the convective heat flux case, the O hot/k=00! ol hgt7k=0l |
coefficients Do and D; are dependent upon each other in addition }_ T 1 r I R
to the arbitrary temperature difference AT = T; ~ Ty in a direct- 0 05 100 0.5 1.0
ly proportional fashion. g =
. [ SAE A IR R R A B B | T 1T T17 T T 1T T 71
Dy = AT +Z\If s(sin Aja)/x 21 i ‘ 17T ]
o=bnl- oD )/xa)- (1) I.OO; o ] : 05 oo
: 1]
c oy : o ~ 4 -
A . - : 4b /b 4C
D; = ;{[ AT + Dy( =1 —=1/¢o0)] [(sin A;a)/4a] T hitrk=a N7y ] [ hit7k=od ) ¢
Sea » I het/k=10 hgt/k=100
. + L 04(7)B,,D; } 22) o {1t .
S 1 Pi oosl_1_1 1 o1 i g oy 095
0.5
. Sheet #n . o) - 05 ; .00 0.5 - 1.0
where e ¥/ _a/b ; a/b
a a Fig. " . . . -
bp = (5 ‘.751[)/[1 _ Fprt( -1 - 1/(1)05)1 (23) i9 4 Correclion factor C¢ for convecbuve heat flux for hﬁ/k ’(.).1
a . a . ' o '
a; = (2*¢1t)/[‘1’0'(i)[ - @ B(plt)\I’O(Z)Bii] (24) vV, == (a/b)(h;t/k)(sin Nia/2;a) - (30)
B = sin(x; —xj)a n sin(x; +aa ,‘;(25) -~ After Dy is determined it is introduced into equation (16) to ob-
8720 )\,)a 20 Fra tain the constriction coefficient for the convective heat flux case.
and ) The values for Ccpr in terms of the ratio
=0.5 + 2 '
5 (sm a4 a (26) cc _ CCHF/CUHF ; (31)

AT s ehmmated by combmmg equations (21) and (22). As in e shown in Figs. 4, 5, and 6 for-common ranges of the parame-

the UHF case, Do is taken to be the arbitrary variable, whose q1q o /b, t/b, hot/k, and hst/k. The curves in the figures were ob-
value is conveniently set to minus unity. Equation (22) can be  (ined using the iterative method. Because of what seemed to be
solved by either an iterative technique similar to the Gauss-Sei- abnormal behavior of some of the data. both the Gauss and the
del ite.ration, or by rearranging the equation in-matrix form for  Gayss-Jordan reductions were used to vérify the results. The veri-
reduction by either Gal?ss or (_’.‘vauss-Jordan reduction. In the lat-  feations are shown by syimbols (circles for Gauss and triangles for
ter cases the rep resentat}gn is given by Gauss-Jordan). In only a few cases was it found that the iterative

' A I Dj’ — I v, [ @7) technique gave poor results, differing at worst by 1 percent from
the results of the matrix reductions. The dashed curves represent
those points that were.in error. It 1s suspected that cumulative
roundoff error in generating as many as 200 terms dunng the ite-
ration was the reason for-the difference.

where
Al L= o) B, (sm\ a/n;a) (smx a/x a)] (28)

Ay =—1/a, ~ \Ifo(z)(sm N;a/x; a) (29)
00T T T T T T T T T T T T T 730L Characteristics of the Matrix
’ c i : B ] c For all the check points considered it was found that the ma-
- ~UHFT hot/k =00t ] hot/k=od - Ut trix A was a well behaved one, where the largest elements
7 P : - grouped themselves on and near the diagonal. These terms gener-
2 ally increased by no more than an order of magnitude along the
0.0 —20C
diagonal.
] ook
100 SHwoo - Ce [
] 0.801
7 - i hit/k=50
o = JJO | hgt/k=00IN_ - - 4 F h-’r/k—5o ’
1.0 . 1/b—3 1 rF hOT/k ol 4
T T T 7 T 1T 71771 0.601- Q. -4 . : —0.60
10,0 100 T T T A S S A W 4JL|LI4 4 .
L hgt/k=100 ‘ 0 05 0o - a5 10
CUHF_ i CUHF : Lo .
. T T T T .
. - a8 hﬁl/kzs.o S [Kelo)
4 L \4:7/‘; m
] " Y 03 7
] - b ]
] T hgi/k=woo - TP®
0 0 SR S T A N T S
10 0 0.5 - 1.0 0o .- 05 - 10
~amd » ) a/b :
Fig.3 Constriction coefficient Cyuy for uniform heat flux . Fig. 5. Correction factor C¢ for convective heat flux for hit/k = 5.0
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Fig. 6 Correction tactor C¢ for convective heat flux tor h;t /k = 20.0

" In the reduction of the matrix using the simple Gauss method,
it was found that it was not necessary to interchange rows, since
no division by very small numbers occurred that would produce
-roundoff -error. In reducing the matrix using the Gauss-Jordan
technique with double pivoting, it was found that only the first 3
rows and columns needed to be exchanged. But the effect of ‘the
exchange was very small. Because of this characteristic, it was
deemed unnecessary to extend the study by pivoting on the larg-
est-element in the matrix. Pivoting on the largest element would

essentially give a reduction in reverse fashion, but along the diag-

onal elements.whose magnitudes are the same.

As a check on roundoff kerrors that oceur in the matrix reduc-
tlons, the original matrix A;; was multiplied by the calculated vec-
tor Dj to obtain a new vector Vi’ that was compared with the
original vector V;. It was found that the worst difference between
the two occurred beyond the twelfth place, thus indicating that
roundoff error was indeed very small.

As a check on the convergence when using the matrix reduc-
tlons, vanous numbers of terms were used, from 20 up to as ‘many
as 230 in some cases. For most cases 40 and 100 terms were used
to indicate convergence. An example of the convergence behavior
of onle the “abnormal” points is given'in Fig. 7 for various matrix
sizes. It appears to have converged thhm %oth of & percent in
100 terms.

Range of Parameters

The range of the parameters a/b, t/b, hot/k, and h;t/k have
been chosen as being reasonable for design purposes. For im-
proved heat transfer, according to Fig. 3, e/b must be made as
large as possible, thus'a/b = 0.1 appears to be a reasonable lower
limit. Likewise, from Fig. 3, t/b should be made as large as possi-
ble, thus t/b = 0.1 also appears to be a ‘reasonable lower limit. It
should be remembered that in the design of a submersible hull
heat exchanger, .the thickness of the hull is usually prescribed;
the designer can only vary b in the ratio t/b. It is wise for the de-
signer to avoid low values of a/b and t/b, for if design does fall in
this lower range, the designer should opt for a smaller heat ex-
changer instead. One should be careful not to use only the C¢

data of Figs. 4, 5, and 6 to make comparisons of the behavior of

t/b since it is the product of C¢ and Cuwnr which is important
(Cuur varies more than Cc).

Journal of Heat Transfer
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Fig. 7 Typical convergence behavior of matrices

The range of hot/k and h1t/k'genevr’allyb encompass thickness up
to several inches, and the conductivities of aluminum, steel, and
titanium, which are the candidate materials for deep submersible

‘hulls. The. internal and external heat transfer coefficients range

between approximately 50 to 1000 and 20 to 150 Btu/hr/ft?/F, re-
spectively.

Conclusion
The principal objective of this study was to determine the be-

"havior of the constriction resistance under the more realistic con-
‘vective heat flux boundary condition. The results show that for

the range of parameters considered, the constriction resistance is
lower for the CHF case than that for the UHF case. This is to be
expected since in the CHF case the heat flux at the channel sur-
face increases in the direction of a, thus spreading the heat flux

_lines more evenly out over the plate. This is due to the fact that

the temperature difference (T — T(0,2)) along the channel sur-

‘face increases in the direction of a.

That Cc in Figs. 4, 5, and 6 goes to unity at the end points of
the curves is due to the fact that at a/b = 1, UHF must occur,
and at a/b = 0, the heat flux must be infinite over an infinitessi-
mal area, hence a UHF condition.

The physical reason for the abnormality of some of the data
was never determined, however the results are mathematically
correct. The designer need not be concerned by this abnormality
since it occurs in a region where Cour differs from Cuynr by less
than 10 percent; other resistances in equatlon (3) are perhaps
known with less accuracy.

Furthermore one can conclude that the designer need not pay
much-attention to the CHF condition if he is striving for a conser-
vative design, since all the C¢ data is less than unity.
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Introduction

The thermlstor probe technique utilizes a therrmstox bead as
both a temperature sensor and a heat source. When the bead is
immersed in the medium of interest, the power dissipated i in the
electrically resistive probe to maintain a constant mean tempera-
ture step above the.medium, is dependent upon the thermal
properties of the medium, The heat generation function required
to maintain the constant mean temperature rise of the probe has
been found experimentally and has been included in the analysis.

The thermistor probe technique was first employed: by Chato
[1).2 He assumed the thermistor bead to be a spherical lumped
thermal mass and solved the diffusion equation in the surround-
ing medium. The solution suggested the possibility of extracting
thermal conductivity and thermal inertia, v/kpc’, from experi-
mental measurement of the power versus time. In actual pragctice
the physical situation is such that the solution is only applicable
for media with thermal conductivities very much smaller than
the thermal conductivity of the thermistor bead. To compensate
for this limitation Chato’s method requires the use of calibration
materials of essentially the same thermal properties in the deter-
mination of effective bead radii.

The current approach of treating the thermistor bead as a dis-
tributed thermal mass and solving for the coupled thermal re-
sponse of both the bead and the medium ackiowledges the. pres-
ence of a temperature gradient within the bead. The heat genera-
tion term, I' + Bt~ /2, is determined experimentally and has heen
shown to provide a very fast rise in the mean temperature of the
thermistor bead. The magnitude of the’ apphed temperature step

is predetermined and is achieved. with an electromc power con-

troller.
The solution is of value in any 31tuat1on where a sphere, em-
bedded in an infinite medium generates heat in accordance with

! Numbers in brackets designate References at end of paper.
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Temperature Field
Uependent Heat Source of Spherical
Geometry in an Infinite Medium

A solution is given for the heat conduction problem in which a sphere generating heat, at a
rate which is proportional to time raised to the minus one-half power,.is embedded in an
infinite medium. The solution is of use in the thermistor probe technique for the determina-

. tion of both the thermal conductivity and diffusivity of media which wet the surface of the
thermistor. The thermistor bead Is treated as a spherical distributed thermal mass and the
coupled thermal response of the bead and the medium are presented. Typical temperature
profiles both in the sphere and in the surrounding medium are presented.

Copyright © 1974 by ASME

ue to a Time

the I' + gt~ 12 form. The nondimensional transient temperature
distribution at the center of the sphere is presented separately for
the I' and Bt~1/2 terms of the heat generation function. Also, the

A spatial temperature distribution in the thermistor bead and sur-

rounding medium is presented for actual experimental situations,
in the application of the thermistor probe technique.

Analysis

The thermistor bead is treated as a sphere of radius “a”’ em-
bedded in a homogeneous medium with no surface contact ther-
mal res1stance Heat .is generated in the bead for time t > O at a
rate of ' + Bt~ 2 per unit volume of the bead. Both the bead
and the surrounding medium are initially. at zero temperature.
The governing heat diffusion equations are: : (

1 9 281 et/ 19y,
I ) 0=y = 1
7 87( ) Iy, ks ®, 8¢ r=a W
83V, 1.3V >0
- m . = ,
*ﬁ by (72 ar LT a, bl : r=a @)

The heat generatlon function in the spherical effion is represent-

edasl +g¢- 12 where I and 6t“ 1/2 are on a unit volume basis.

The governmg differential equations are subject to the following
initial and boundary conditions. .

Cat=0 (3)

. Vi=V,=0
V; and V,, are finite when » — 0 and » ~ =, respectively
- , (4)
Ve =V ar=a (5)
bV, oV, .
ky—2 oy =k, 8— (lT’ =a,t >0 (6)

Introducing the Laplace transform of V, defined by
Lvin] =7V = [e*v()at

then the subsidiary equations aré
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Fig.1 Contour of integration
1d , 4dVy B s _lo =
7rz d,, (7 d’l") + 3b (t ) + = kb L(l)——.ab[pVb—Vb(y’O)]
| o -
1 d dV 1, =
VZ d’}’ (7,2 d'}" ) = a_[pvm - Vm(?’) O)] (8)
which reduce to
'drz . . T .
d—yfz[Wb] @ V) =~ % g—?— Fpr 0=r=a )
? | b
. 2 N ; .
22 V) = aiV,) =0 r=a (10)
where ’ '
T q,,.Z—p ndqmz&zz—
The solutions of the foregoing equations are
= ‘ : T, 1
Y = A%+ Bemwr 4 L /: + = 11)
b | E [ﬁ » p]q—bz »(‘
¥V, = Cen’ + De~tm (12)

where A, B, C, and D are constants to be evaluated by the pre-
viously stated boundary conditions.

“2q sink qb”r

= Toyr 1 B
v, —__b + By o~ 7
T [/ﬂ vpzzo(p) ]
o I o4 sinh g,
&y )
B‘/_[pa/z p372ro(p) ] an
= _ T'oyarsinh gya — ag, cosh ga (dr)
’ T kot pl+ agl)o(p) Jetr
sink g,a — aq, cosh q,aq , (a'_,)
. + B\/__k 1/[ 3721 + ag,)o(p). Jem (18)
Such that _ _
V =<V,,] + V,,” (19)
and
Vo= Vi, + Vm” (20)

The inversions for V1, and Vi (1, have been given by Goldenberg
and Tranter [3] as

aT (1 k, 1 7
nnt =iz 5l
2qp P (=%/vy)(sin y =y cos y) sin (%-))dy
T Ty y(c sin y —9 cos y)2 + b2y? sin2y] }o@n
‘ a1k
VD) = 55 g
m

exp (~y2t/y,)(sin vy ~ v cos v)[by sin y cos gy
2 [n —{c sin y —y cos y) sin oyldy
T .

}

y3[(c sin y —y cos y)? + b2y sin? y]
: S (22)
- ’jm/“‘b 1P
whereb-kb 0[m,c~1 e

a?l e
szab,anda_ (—5 -1) .
Toinvert V(1 and V11, we use the following theorem.

It L [p(t)] = ©(p), then L \¢ (At) =& (p/\) where A is real and
positive.

The forégoing solutions subject to the first boundary cond\t\on vaI = ﬁf \/—Efb”(t) (23)
equatlon (4) are A )
A 1 e r .. where
v, = 7 Sk 47 + gy [B‘/; + E] ~(13) . ;—?ﬂ‘[l + /d %P1 sink (\/7—)
AT R - = f ) =
- 1 , (yb)i/Zfbnm L {ps/z + pﬂ/zF(p)
vV, = = De~tm” o (14) : (24)
The constants A ‘and D are evaluated with:the boundary condi- an - . T -
tions, equations (5) and (6): F(i)) = . b\/ﬁ) smh\ﬁb— ‘//_) COSh\/T) 25)
. ' k, ' By the inversion theorem for Laplace transformation
g ] ™ a sinh q,,'; 1 ( 1 o " 1
7 e el [ rpt) —_—
Vs kyp 2[‘8‘/—777) + F] {1 + rol(p) } @5) (’)’b)“sz” T 2 s-ie /’3/2
k
- a o sink q,a — aq, cosh q,a g ’n (1 + /<227 sinh (\/— )
V,= —b \/__ + 1-‘ A la-r) ~
™= 7 Tt 8 ]{ . + ag)o(p) Feem + Tl 1)3/2;‘("'/)) Clap  (26)
where {16) , L . . - .
) : where s is sufficiently large to include all singularities of the inte-
o(p) = [smh (Iba“‘ ag, cosh gya - Ry sinh gya) grand to the left of the line (s — i, s + {=). To evaluate this in-
ag, +1 tegral the contour as shown.in the Fig. 1 was chosen to avoid the
Separating the steady and transient heat generation terms gives branch point at the origin. It can be shown that for physically
Nomenclature
a = surface radius of the sphere @ = heat generation per unlt tlme and I' = steady-state heat generation per unit
r = radius volume " time and volume
b = (km/ko Vb ]am t = time Y = a?/a
B V = temperature = (L-1 s fam
c =1 "'}\’m/kb NV Oy Oy
_ . V = Laplace transform of temperature a
k= therr.n.al conductivity v = variable of integration’ Subseripts
¢’ = specific heat . « -=" thermal diffusivity m = medium
p = variable of Laplace transform B8 = slope of @ versus t- ¥/ 2 gtraight line b = bead
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possible values of b and ¢ there are no poles inside or on the con-
tour. It can also be shown that the integrals over the arcs BF and
CA tend to zero as the radius of these circular arcs tend to infini-
ty. The only contribution for this integral around the closed con-
tour is from FE, DC, and small circle ED. A combined integral
may be derived from those along FE and DC to yield

4~ exp (=)
mh T
%; [y cosy—cs1ny+by/a' sin y] s1n(7y)
+ L }ay

b292 sin2 y + (y cos y — ¢ sin y)2

The integral over the small circle ED can be evaluated by ex-
panding the integrand in ascending powers of p. The coefficients

of p~2, p~ %2, p-1all equal zero.
exp(=y®t/y,) (-1

2
— (y)t12
fo ()= {ry) fo o

—’k—[y cos y —c sin y + by? /%’L sin y]sin (22)
ALY » n a

}dy

2.2 Q32 _ . 9
b*y?® sin®y + (y cos y —c¢ siny) (27)
o 2
V, (nd ___?ﬂ/gf exp(yy l‘/'y){_l
It

a Fn ~m[y cos y —c siny + by? / smy ] sin (22)
+1’kb a

Yay
(28)

Proceeding on the same lines, the temperature of the medium due
to the transient heat generation term,.can be shown to be

Zﬁaz exp —yzt/y ).
ol

(siny —y cos v)[by sin y sin oy
+ (c siny —y cos y) cos oy] dy

(csiny —y cos y)* + bH?siny

V,, ()
1

(29)
(c siny —y cos y)2 + b¥%? sin®y
Finally, combining the solutions we get
_ a1k 1,
o) = S - g
_y2 i — in (X2
ogb = FPCYt/y)(siny —y cos y)sin (=)

-=/ - —Tdy}

T "y yz[(c siny —y cos )2 + b2y? sin? y]

T, = exp(y exp(=y’t/yy)
LYy CLLAS:

r k 2
g—m[y cosy—csiny+by /<2 sin y] sin (22)
7 Ry o, a }dy

(30)

(c siny —y cos y)* ¥ b%y? sin? y
1
Tl = T {5

exp(—y f/)'b)(Sin y —y cos y)[by sin y cos oy
2 e —(c sin y —ycos y)sin gy] iy}
T 7y y3l(c siny —y cos y)* + b%Z sinly] Y
exp(~y*t/y,)(sin y
—¥ cos y)[by sin y sin oy
+ (c sin y —y cos y)cos oy
~y cos y)2 + b¥y? sin’y]

2B8a

_2Ba /ﬁf"“
Byr v m ¢y ¥ (csiny

(31)
Discussion

The transient temperature at the center of ‘the sphere, for a
range of ky /ky values with the diffusivities of the sphere and the
medium equal in each case, has been computed from equation
(30) by numerical integration using standard library programs.
The integrals converge faster at larger values of time due to the
presence of the exp(—y2t/v,) term. Fig. 2 shows the resulting con-
tributions in nondimensional form. The transient contribution
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Fig. 2 Transient temperature at the center of the sphere due io the §
and I" terms

due to the Bt~%2 term is shown in solid lines, whereas the tran-
sient contribution due to the I' term is shown in broken lines. We
see that for any particular k. /k, value the temperature due to the
Bt=Y2 term rises rapidly compared to that due to the I' term. As
km/ky increases the rate of rise in temperature due to the g¢~1/2
term is increasingly fast and approximates a step rise in tempera-
ture.

To demonstrate the analytically determined temperature dis-
tribution in the sphere and in the medium due to the combined
effect of both the I' and the 8t~ 1/2 heat generation terms, water
and ethylene glycol were used as typical experimental test media.
The power versus ¢~ /2 relation was experimentally obtained by
establishing and maintaining the resistance of the thermistor
bead at a constant predetermined value by using an electronic
controller. The heat generation functions thus found are plotted
versus t~1/2 in Fig. 3. For low viscosity liquids such as water a
free convection effect can take place as time progresses, depend-
ing on the temperature step imposed on the bead. If a sufficient
number of data points are obtained in the power measurement
before free convection sets in then the straight line graph can be
extrapolated to give the I' value as if the heat flow through the
medium was diffusion controlled at all times. This is demon-
strated in Fig.. 3 where for the case of water the heat generation
deviates somewhat from the straight line after about 5 sec. For a .
smaller temperature step the value of time for free convection. to
setin is greater.

Fig. 4 shows the developing temperature profile both in the
bead and in the medium for the case of water as calculated from
equations (30) and (31) wherein the experimentally determined 8
and I' values from Fig. 3 have been used. The temperature distri-

10 T T T ] T T‘

_WATER
TEMPERATURE STEP 5°F

ETHYLENE GLYCOL _|
5 TEMPERATURE STEP 4.9°F

HEAT GENERATION Q IN UNITS OF 105 8TU/HR FT3

| 1 | 1 | | |
o, .005 .ol .05 .02 025 .03

TIME 17Y2 (ms)~'/2

‘Fig. 3 Volumetric heat generation rate versus time raised to the minus

one-half power

Transactions of the ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



|O T T T T T TTTT T T T T T FTT l T T T TTTT
9k 2seC 10 SEC |
~ g BEAD =-—=MEDIUM —
[’
o MEDIUM: WATER
S Ve Kp =106 BTU/HRET °F -
10 SEC . o
| Km= .34 BTU/HRFT °F
w 6~ 2sec ap, = .0033 FT2/HR —
S [ T~ am= .0055 FT2/ HR |
5 a =.0275 INCH
x4l TEMPERATURE STEP = 5°F _|
w — T+t
= 3 ——-T ALONE -
iy
ool \ STEADY STATE _|
\
[ — —
I N N R il i .
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Fig. 4 Temperature field development in thermistor bead.-and water

medium for both I' 4+ 8t~ '/2 and I" alone

butions in'the bead are shown to-cross one another as the:local.;

temperature relaxes toward the steady-state level. This confirms

that'the spatial average temperature within the bead is constant:

with time in:accordance with the design criteria of the electronic
controller. For comparison the developing temperature profile-in

the bead for the case of constant heat generation (I' term only) is

shown in the sanie figure. Thus, the pt=Y2 term of the heat gen-
eration function accelerates the development of the temperature
field within the bead. The early development of a constant spa-
tially averaged temperature in the bead is essential for the deter-
mination of the thermal diffusivity of the medium.

Fig..5 clearly shows that as the conductivity of the medium in-
creases for.a given bead conductivity the interfacial temperature

is lowered. This.is so. even when the same average temperature..
step is applied to the bead. .Thus,: when the thermistor probe

technique is used in the evaluatlon of thermal conductivity of un-
known ‘media, the temperature proflle within the bead must. be
known unless a truly lumped situation pertains, ie., the bead
thermal ‘resistahce is negligible in comparison to that of the medi-
um. ' '

Application of the Solution. Equation (30) shows that the
steady-state temperature distribution in the bead is given by the
relation ‘

ar 1k, 1 7? ‘
Vs(v) & {gz** G(V EZ‘)} (32)

and is seen to be a function of the radius of the bead and of the
thermal conductivity of the bead and the surrounding medium.
To correlate the experimentally applied temperature step with
the analytical expression for temperature in the steady state, one
has to average the temperature distribution over the whole bead
volume. This gives ,

Lk

S o+ 02]

Vo (ss) = (33)

ave 3 kb

Equatmg thls analytxcally determmed average temperature of the

bead to the -applied temperature step for the bead, knowing *“‘a”

and kp, and measuring I' the thermal conduct1v1ty of various
media-can be determined. : :

The same averaging technique applied to the tranment temper—

ature profile over the whole bead at any instant of time was used
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Fig. 5 Steady-siate temperature distributions for water and ethylene
glycol

to determine the diffusivity of the media. The bead diffusivity

‘was-determined as « =ky/pucy’ where ky was independently mea-

sured. This averaging technigue is possible after 10 msec as the
controller error. signal goes' to zero implying constant average

.probe Tesistance (temperature). ‘A detailed discussion of the ap-

plication of this technique and initial data can be found in refer-
ence [2].-

Conclusion

The analytical basis for the determination of both thermal con-
ductivity and:diffusivity values with significantly improved accu-
racy, by experimentally determining the heat rate required to
maintain constant average probe resistance (temperature) and
incorporating that heat rate into the solution to the general heat
diffusion equation, is given. A temperature gradient exists within
the bead which must be accounted for. The average bead temper-

‘ature reaches a constant value much sooner than the actual

steady-state condition is reached due to the §¢~ %2 term. The so-
lution for the temperature distribution in the medium also pro-
vides the minimum sample size required for thermal conductivity
and diffusivity- measurements. Careful acquisition of experimen-
tal data on short time interval provides steady-state information
without actually waiting for it. For low viscosity liquids, the effect
of natural convectlon can be avoided by taking sufficient data be-
fore the effect sets in.
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Two-Dimensional Transient
Temperature Distribution in
Cylindrical Bodies With Pulsating Time

and Space-Dependent Boundary
Conditions

The two-dimensional conduction equation is solved for a hollow cvlinder subjected to a
sertes of heat flux pulses on the inner boundary. The periodic heat flux (s represented bv
an exponentially decreasing pulse with o spatial distribution of peak magnitude. The an-
alytical techniques and representation of the boundary conditions apply to different sit-
uations involving pulsating boundary conditions. An application to the gun barrel heat-
ing praoblem is given. Calculated bore surface and internal temperature histories are in
good agreement with experimental data. During the actual firing time in rapidlv-firing
guns, results show that external cooling is generally ineffective for controlling barrel bore

surface temperature.

Introduction

The internal temperature distribution resulting {rom repeated
heat flux pulses on a surface of a body is important in many
practical situations. This situation is encountered, for example,
during the warm-up of a reciprocating engine, in the “on-off”
type of heating associated with certain automatic control sys-
tems, and in the heating of gun barrels during rapid firings. In
general, the boundary heat flux is a function of position and time
and may be cyclic. An analytical solution is presented for the
temperature distribution in a body subjected to pulsating bound-
ary heat flux. An application to the gun barrel heating problem is
given. Solutions based on numerical methods are also used in an-
alyzing gun barrel heating and both methods have a place in gun
barrel design work. The analytical solution is useful for paramet-
ric studies (particularly if a one-dimensional representation is
satisfactory), evaluating truncation error in numerical solutions
and may give accuracy well within the error resulting from the
uncertainties introduced in modeling the boundary conditions.
The specific pulsating bore surface heat flux boundary condition
used is compatible with experimental findings. The analysis of
the boundary conditions and methods of solution are general and
can be applied directly to determine the transient temperatures
in many similar problems.

Contributed by the Heat Transfer Division for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transter
Division, December 12, 1973, Paper No. 74-HT-8%.

300 / AUGUST 1974

Copyright © 1974 by ASME

Gun Barrel Heating. Whenever a gun is fired, a portion of the
propellant energy, in the form of heat, is transferred to the barrel
hore surface. Although the details of the heat transfer mechanism
have not been conclusively established, it is generally attributed
to convection from the high-velocity. high-temperature propellant
gases [1].1 Other modes, including radiation between the gases
and the bore surface and {riction between the projectile and the
surface, have been considered and are believed to be lesser con-
tributors [2].

The barrel heating problem is customarily divided into two
main parts: first, that of determining the energy transfer from the
propellant gases to the bore surface and, second, that of deter-
mining the barrel temperature distribution resulting from this
heat transfer. Separating the problem in this manner permits the
heat transfer analysis to be carried out without a detailed knowl-
edge of local projectile velocity and propellant gas properties.
This separation is necessary for a practical approach to an ex-
tremely complex problem.

A number of investigations of the heat transfer and tempera-
ture distributions in gun barrels have been reported (3-7]. All
analyses reported have been limited to the one-dimensional case
while the present analysis has been extended to apply also to
two-dimensional cases. Also, a mere accurate representation of
the bore heat tlux function, which is supported by recent experi-

P Numbers in brackets designate References at end of paper.
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mental findings, has been incorporated into the present analysis.
These improvements in the analysis lead to closer agreement be-
tween results predicted in the present solution and the experi-
mental data currently available.

Anthony [3. 4] obtained sclutions for three different pulsating
boundary conditions applied at the inner surface of a cylinder.
The conditions used were a constant amplitude and a time-de-
creasing amplitude rectangular pulse representation of heat flux
and a rectangular pulse heat transfer coefficient. An insulated
outer boundarv was considered in all cases. For these boundary
conditions, Anthony was able to calculate peak bore surface tem-
peratures to within 80 C to 170 C of experimentally measured
values for a single-round firing. The analvtical solutions indicated
temperatures as much as 170 C lower after the peak occurred
than those observed. Hendry and Bendersky |5] concluded that
neglecting heat transfer at the exterior surface prevented these
solutions trom being adequate for calculating the temperature
distribution from multiple-round firings and that complete bore
surface temperature histories predicted by any one of the solu-
tions was inadequate when compared with experimental data. A
detailed discussion on the limitations of rectangular pulses to ap-
proximate the heat transfer in a gun barrel is Included in their
paper. Pascual, et al. [6], while investigating thermal stresses in
gun tubes, solved the one-dimensional cylindrical problem with a
convective outer boundary for a prescribed internal surface tem-
perature history. The solution, however. applies only to a single-
round-firing temperature calculation. More recently, Chu and
Benzkofer [7] presented a solution to the one-dimensional prob-
lem by assuming a convective boundary condition at both the
inner and outer surfaces. Theyv obtained a solution in the form of
an integral equation which allowed for an arbitrary initial inter-
nal temperature distribution. For multiple firings, the final tem-
perature distribution must be obtained by successive integrations
of the temperature distributions which result from each preceding
round fired. No comparisons between the previous two solutions
and experimental data were presented.

Several extensive experimental studies have been conducted in
an effort to measure bore surface temperatures and heat flux in
guns [8-13]. Although the transient bore surface heat flux has not
been directly measured in a gun barrel, a method has been pre-
sented by Giedt [13] by which it may be extrapolated from exper-
imental bore surface temperature curves. Giedt used a solution
for the temperature distribution in a semi-infinite solid with an
arbitrarily imposed time-dependent surface temperature. From
this solution. he obtained an equation for the instantaneous heat
flux in terms of the slope of the bore surface temperature-time
curve and, by graphically differentiating the experimental curve,
plotted the bore surface heat flux as a function of time. A heat
flux plot from [13], along with a corresponding temperature curve

for one axial location in a 40-mm gun barrel, is shown in Fig. 1.
While the accuracy of graphically differentiating the tempera-
ture-time curve to ohtain the heat flux history may be subject to
question by some, the characteristic shape of the curve provides a
basis for an improved functional representation of the bore sur-
face heat flux.

Interior Boundary Condition: Bore Surface Heat Flux. As-
suming that the shape of the curve in Fig. 1 is characteristic of
the heat flux for conventional type guns, a tunction of the form of
an exponential decreasing with time is selected for representing
the pulsating heat flux at the bore surface. To account for the
variation in heat transfer along the bore surface, this exponential
function is multiplied by an amplitude function, f(z), dependent
on the axial coordinate only. This functional representation as-
sumes that all axial locations experience a distribution f(z) of
peak heat flux simultaneously rather than progressively as is the
case for a rapidly-moving projectile. The simplification is sup-
ported by the relatively short time from firing initiation until the
projectile clears the muzzle. Finally, the effect of multiple-round
firings is accounted for by incorporating Heaviside’s unit step
function into the boundary condition. The resulting expression for
the bore surface heat flux is

N
aT |

- l% (a,z,0) = &) 75 60t — nD)
n=1

~ 50 - + DDe - (1)

where the unit step function is defined by

st =7y =0 3t < 7
2)
5(147')':1:/'\’77
The constant ¢ and function f(z) are to be determined from ex-
perimental observations. A representative plot of equation (1), at
a fixed axial location, is depicted in Fig. 2.
Governing Equations and Method of Solution. The differen-
tial form of the conduction equation which applies is
5

T 1aT

32T 1aT B
e b =
932 ¥ Ay 3

3)

2 T aal

where angular svmmetry and constant thermal properties have
been assumed. The remaining boundary conditions and initial

-k ((-;7 (h,z, 5 = WTM, 2,5 ~ T,) (4)
aT
-ﬂ—(r,z,l):O;z:O,L (5)

Nomenclature
h = heat transfer coefficient. cal/sq
em-s-C
Ay = amplitude of the heat tlux pulse. J = therma)l conductivity cal/cm-s-C T = temperature, C
equation (25), cal/sq em-s L length of gun harrel. em Ty ambient temperature, C
A. = integral defined by equation (23) / summation index defining the To initial temperature of the gun bar-
¢ = inside radius, ¢m number of the round being lired rel. C
B- integral defined by equation (24) m summation index defined in equa- ¢ tme. s
b = outside radius, ¢m tion (13) u N
(", = function defined by equation (22} N final round fired z axial coordinate, ¢m
¢ = exponential decay  coefficient. n summation index defining the ¢ thermal diffusivity, sq em/s
equation (1}, s ! roots of equation (164 In roats of equation (16)
D, = function defined by equation (15) Q heat transter per unit area. cal/sq h) unit step function, equation (2}
Do = function defined by equation (14) cm # temperature difference. T~ Ty,
Ft¢) = arbitrary function, equation (18) q NS/ f Laplace transform of #
F, = function defined by equation (2() r = radial coordinate. em Non separation constant defined hy
fz) = amplitude function, equation (1) N complex Laplace transform vari- equation (13)
(7, = function defined by equation {21) able T time between firing pulses, s
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170, 2,0) = T, (6)

The periodic bore surface boundary condition suggests a solution
by the method of Laplace transforms. Introducing #(rz.t) =
7:(r,z,[) - Ty for convenience and transforming equations (1), (3),
(4), and (5), respectively, gives

20 , 2
— ko ot - (a,2) = f(.2> [+ (@ = e e ™™ + e™*7
Cc + S
+e % 4+ )] (7)

8% 1ap 8 s -
572 ;ﬂ+@:59 (8)

20 h - h .

5 0,0 = = 200, 2) + (T, = Ty (9)

30

(r,2) =0 ;2 =0,L
az

(10)
The constant ¢, which governs the time rate of decay of the heat
flux pulse is later shown to be of the order of 103 s-1 while the
time between firings 7 is 60 ms or more for even the faster firing
guns. The maximum value of exp (—cr) is then of the order of
10-27 or less, and can be neglected. The significance of this as-
sumption and the error introduced for other values of ¢r is noted
in the Appendix. With this simplification, equation (7) becomes

5() f(z)
—;;;*S(l o)

-k _,_( ’2) — - 4 @ ST L pm2sT PR L

or
ap flz)
<a 2 = (c +s) (1 = e-s7)

Equation (8) is solved with the transtformed boundary conditions
by the method of separation of variables to give

— ,I‘ (11)
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where
= SO g 0,10, 13)
Dy = Li{ga) K (gb) ~ %KO((/UH — Kilga)lgl{gh) + %ﬁ)(flb” (14)
= L0,a K 0D — —K L0 = KO D () + %[U(Amb)] (15)

The temperature distribution is determined using the inversion
theorem [14] by evaluating and summing the residues of equation
{(12) at its poles. The poles of the first, second, and third terms on
the right side of equation {12) are at s = 0 and s = —wi,2 where
+4, are the roots of

] . h
Baly (B, (3,0) — J(B,D)Y,(B,8)] + Z-[J(,(ﬁnb)Yl(;‘ﬁna)

= JUB,a)Y (3,0 =0 (16)

The mathematical details of evaluating the residues of each term
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at its poles are quite lengthy (see reference {15}]) and have been
omitted from this paper. The mathematical procedure for evalu-
ating the residues of the first term presents no new problems. The
general techniques for inverting the second and third terms of
equation (12) will be noted, however, as these apply generally to
this type of boundary condition. Each of these terms may be put
into the form

- I_‘:(S)

S g 1n
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Expanding the denominator into an exponential series and apply-
ing the Laplace transform shifting theorem [14}, the inversion of
equation (17) is then reduced to inverting F(s) times the unit step
function where the arguments are shifted in time as determined
by the exponent of each accompanying exponential term. Using
this technique and denoting the inverse transform of F(s) by F(t),
the inversion of equation (17) is

0 = sOFW) + 6 — DFE — 1)

et - 2T)F( = 27) + L.

N
0= 5, ol - nTYF(t — n1) (18)
n=0
Therefore, to invert the last two terms of equation (12), the expo-

nential series expansion is removed and the inversion problem is
reduced to that of evaluating the residue of the transform of a
single-pulse solution and multiplying this by the unit step func-

plicability of the boundary heat flux model and on the simpli-
fying assumptions incorporated in the analysis. Equation (19} has
been evaluated with the aid of a digital computer for a range of
gun barrel applications and the results are compared with experi-
mental data.

Results

The solution accounts for convective cooling on the outer sur-
face and a series of exponentially decreasing heat flux pulses on
the inner boundary. The solution depends on f(z) which describes
the variation of the peak value of heat flux in the z direction and
¢ which describes the time rate of decay of each pulse. In this sec-
tion, f(z) and ¢ are selected to represent the heat transfer into the
bore surface of a gun barrel. The selection is based on a fit to ex-
perimental temperature-time curves obtained for the bore surface
during a single-round firing. The calculated temperature distribu-

tion,
The solution of equation (3) with boundary and initial condi- tions for single- and multiple-round firings are then compared
tions given by equations (1), {(4), (5), and (6} is with available experimental data.
2
2. her#ER Ly (3 a)F (B,D)G (8,7, @
- P — £ AN, 1+ 7 iMn n\n n\nt s
T(7y 2, ” 0 [70 [(\J } d nZ:\Ji Z"Cn(ﬁn) a, h) P
¥t ecte-1miA Hud (ub) - ~JU(1{I))} o) — [u¥ (ub) — = } o et ()]
D (e h
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(19)

-z
m=1 A H)\m

where A, is taken as v'¢/o — (mn /L)% and the following notation
has been used for convenience.

Fo(B,0) = B,J1(8,0) (20)

]
- éJO (8,b)

ol 7, @) = (BT (Bra) = Iy BY, (5, (21)

’ hot ; : 2
ColBrya,0) = 187 + (2) [ Gaf - [FE0] @2)
A, == [F e (23)
e = pd, B E
B, = L/e [ f(z) cos~—— dz (24)
For values of ¢c/a < {(mw /L)%, the last term of equation (19} is re-
placed by
{cos%‘z]e-ﬂzs (30 (0, b) — ~K () O
. + A 00+ AI ALK ()
met o T O00D) — K00 00,0 — Do)

h
E
to correspond to the real values of A, .

Since an algebraic expression has been obtained for the tem-
perature distribution, the mathematical accuracy depends only
on the number of terms used for each series and on calculation
round-off error. However, the accuracy in representing the tem-
perature distribution in the physical system depends on the ap-

[U(/\mb)]Ki(Amu)]
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One-Dimensional Case, Bore Surface Temperature, Single-
Round Firing. As'a first approximation, the temperature gradi-
ent in the z direction is neglected during the relatively short heat-
ing time associated with a single-round firing. The heating time is
of the order of that required for a round to clear the muzzle. Con-
sequently, heat diffuses in the r direction for only a few thou-
sandths of a centimeter, and the radial gradient is much larger
than the axial gradient. With an Ag corresponding to a given
focation, one takes

flz2) = A, 25)
A, = AJk (26)
B, =0 @7
and equation (19) reduces to
T, z,t) = Ty + [T, - TyJ{ 1
2
. = he %P Ly (B,a)F, (B,D)G, (B,r, @)
T TR, 6, !
e=ctt =114 [lud (ub) ~ —Jo(ub)] olur)
N1 ~ [uY{(ub) — —'Yo(ub)]Jo(ur ]
- 3 8l =1
120 P [{wd (ub) — Jo(ub)]Y1 (ua)
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+ 7 u 28)
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Fig. 3 Bore surface temperature calculated from equation (19)

The total heat transfer per unit area to the bore surface is:
Q = /x -k %}I— {a, hdl = Ay/c 29)
0
Ap and ¢ may be selected so that the calculated bore surface tem-
perature history corresponds to the characteristic shape noted ex-
perimentally subject to the constraint that Ag/c 1s the total heat
transfer. Fig. 3 shows the sensitivity of the bore surface tempera-
ture to variations in Ag and ¢ for a constant barrel heat transfer,
Note that the bore surface temperature history (Fig. 3) can be
adjusted to conform closely to the characteristic shape suggested
by experiment (Fig. 1),

In an alternate approach, Fig. 4 shows the result of directly ad-
justing Aq and ¢ to fit an experimental bore surface temperature-
time curve for a single-round firing in a 0.60 caliber barrel [5].
The previously reported analytical results [4]. also shown, are
based on rectangular pulse representations of the hore heat flux
and heat transfer coefticient, respectively. The duration of each of
the constant amplitude pulses is fixed by the time from firing ini-
tiation until the peak bore temperature was observed experimen-
tally for a single-round firing. The amplitude was selected to cor-
respond to an overall average total heat transter of 9.77 cal/sq em
obtained from calorimetric measurements after an automatic fir-
ing burst. Alternately, the amplitude could be selected to match
the peak observed temperature but, for increasing time. the ana-

1000 - s iy T
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Fig. 4 Comparison of analytical and experimental hore surface temper-

ature for a 0.60 caliber barrel
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Fig. 5 Comparisons of analytical and experimental bore surface tem-

perature for a 0.50 caliber barrel

Ivtical solution would still be considerably below the measured
temperatures. The values of Ay and ¢ used for the present expo-
nentially decaving pulse were 13,400 cal/sq cm-s and 900 s -1, re-
spectively, corresponding to a heat transfer ot 14.9 cal /sq em. The
present solution is in better overall agreement with the experi-
mental temperature distribution.

In Figs. 5 and 6. Ag and ¢ have been selected to fit experimen-
tally observed bore surface temperature-time curves at different
axial locations in a 0.50 caliber barrel [16] and a 40-mm barrel
[13]. It should be noted that ¢ shows negligible dependence on the
axial location within a given barrel although it does differ for the
various barrels considered. The validity of the assumptions that ¢
is independent of z and 1s of the order of 103 s ! is thus estab-
lished within the limitations of available experimental data.

Two-Dimensional Case, Interior Temperature, Multiple-
Round Firing. Extending the results from the one-dimensional
analvsis. f(z) may be approximated by a polvnominal fit of the Aq
values at different axial locations for a given barrel. With this po-
Ivnominal. equations (23) and (24) may be integrated and equa-
tion (19) then gives the two-dimensional transient temperature
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Fig. 6 Comparisons of analytical and experimental bore surface tem-
peratures at different axial locations in a 40-mm barrel
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Fig. 8 Effect of external cooling on calculated temperatures during a
100-round firing burst

distribution. Using the three values of A as shown in Fig. b gives
for the 0.50 caliber barrel
f(z) = 2809.5 + 232.5 2~ 1.74 2% cal/sq em-s (30"

where 7 is the distance in centimeters from the muzzle. Fig, 7
compares the analvtical results thus obtained with experimental
temperature-time data [16] at the bore surface and two internal
locations during a ten-round firing burst. The experimental bore
surface temperatures do not increase by equal amounts from
round to round in successive peak values nor in successive residu-
al temperatures at the end of each firing cycle. Two factors con-
tribute to this difference between the experimental and analvtical
results. First, the interior boundary condition does not account
for the decreased heat transfer as the bore surface temperature
increases with successive rounds. The analysis is based on speci-
fving the hore heat flux independent of round sequence rather
than by deducing the flux from appropriate convective consider-
ations. Second, a residue may be deposited on the bore surface
during multiple-round firings. as noted in reference [6]. resulting
in lower surtace temperatures. However, the analvtical results are
generally in good agreement with the data tor 10 rounds and the
agreement is closer at the interior locations.

11

Comparing the peak bore temperatures at 36.83 em caleulated

Journal of Heat Transter

in Figs. 5 and 7
axial conduction is not important. Solving the two-dimensional
case, however. presents no new problems and the solution is in-

indicates that for these conditions the effect of

cluded for completeness.

Effect of External Cooling. Equation (19} accounts for convec-
tive heat transfer at the outer surface of the barrel. The effect of
external cooling on temperatures at different radial locations for
the 0.50 caliber barrel is shown in Fig. 8 The two heat transfer
coefticients tor which results are shown correspond approximately
to free convection in air and to boiling water. The results indicate
that, although the outside cooling rate is varied by three arders of
magnitude, there is an insignificant effect on bore surface tem-
perature. Temperatures at other radial locations are affected
somewhat more with a maximum difference of 160 C at the outer
surface after 100 rounds. Fig. 8 shows clearly the ineffectiveness of
external cooling for controlling bore surface temperatures during a
rapid-firing burst. However, external cooling 18 important in re-
ducing the average barrel temperature as well as the time re-
quired for cooling the barrel between successive bursts.

Conclusions

The two-dimensional transient heat conduction equation with a
pulsating time and spatially dependent boundary condition has
been solved analvtically. Laplace transform techniques were
shown to provide a tractable method for handling periodic expo-
nentiallv-decaying pulses characterized by rapid time-rates of
decay.

As an application of this solution. the remperature distribution
in a gun barrel was determined. A series of exponentially-decay-
ing pulses was used to represent the bore-surface heat flux during
multiple-round firing. The resulting solution agreed more closely
with experimental bore-surface temperature-time curves than
previous solutions which represented bore surface heat transfer by
rectangular pulse functions. Using information from a single-
round firing to characterize the heat transfer to the barrel, a solu-
tion applicable to multiple-round firing was obtained which
agreed closely with the experimental data for a ten-round burst.
Calculated interior barrel temperatures during the burst nearly
coincide with the corresponding data. The bore surface tempera-
tures predicted during the same firing burst were somewhat high-
er than experimental values. The results of the analyvsis indicated
that external cooling methods are inetfective for bore surface tem-
perature control of rapidly-firing guns during the actual firing
times.
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APPENDIX
The physical significance of neglecting exp(—rc) in equation (7)
is that the bore surface heat flux representation, equation (11},
does not completely zero a pulse prior to the start of the next
round. The simplification is necessary to obtain terms in equation
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(12) of the form illustrated by equation (17) that can be inverted
by using the inversion theorem. The error introduced by this sim-
plification is negligible even for a large number of rounds when a
fast time-rate of decay is associated with the heat flux pulse. The
bore surface heat flux representation for nonterminated pulses is
given by

53 exp(— clt — n7]) 6(t — n7)

n=0

aT
— = A 31
Barla ) = A (31)

The transform of equation (31) is equation (11). The error intro-
duced for successive rounds (n = 2, 3,4 ... (... ) is then equation
(31) minus equation (1) and for the nth round is

Ao [expl—ncy) + expl—[n = 1)c7)
+exp(—[n ~2jer) + ... exp{—cr))

In the limit as the number of rounds increases (n — «) the series
is summable and the maximum error, resulting from the simplifi-
cation is at most

eXp(— CT)}
1 —e-c7

Al

The term inside the brackets is <0.01 for ¢¥>5 and for the 0.50
caliber gun shown in Fig. 7, the term is of the order 1025
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Introduction

The determination of temperatures and gradients on, and with-
in, the boundary of two-dimensional members in steady-state
heat conduction has been a problem of long standing interest.
Most exact solutions have been for members of relatively simple
geometric shape. The classical method usually used is to solve the
governing differential equations by separation of variables and
satisfy the boundary conditions. These classical methods give so-
lutions which are exact relationships or are at least cxact in the
limit of a summation of successive terms. The solutions obtained
for a particular problem are valid only for that problem. Exact
solutions for temperature expressed in series form are often slowly
convergent and can result in poor gradient predictions. Holman
[1},* Chapman (2], Carslaw and Jaeger [3], and Carslaw [4] are
representative of the many sources giving general presentations of
the classical method of solution by separation of variables. -

Many problems are not readily solved by exact means and ap-
proximate solutions must be determined. Two general classes of
approximate solution techniques can be categorized as those re-
quiring nodal or element descriptions on, and within, the bounda-
ry of the domain of interest and those requiring descriptions only
on the boundary of the domain.

Finite difference and finite element methods fall into the first
class as they require writing and solution of simultaneous nodal
equations at each point of interest on, and within, the boundary
of the domain. References (1, 2, 5] are representative of the many
sources giving general discussions of various methods of treating
finite difference approaches. Zienkiewicz [6] describes the finite
element method and solutions.

The second classification includes those methods generally de-
scribed as boundary collocation methods and includes many dif-
ferent techniques. “‘Point-matching” and singular integral tech-
niques are forms of the boundary collocation approach.

The first known paper to appear in the literature using point-

matching was presented by Slater [7} in 1934 and dealt with elec-

! Numbers in brackets designate References at end of paper.
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A Numericaiv Method for Heat
Conduction Problems

A singular integral method of numerical analysis for two-dimensional steady-state heat
conduction problems with any combination of temperature, gradient. or convection
boundary conditions is presented. Excellent agreement with the exact solution is illus-
trated for an example problem. The method is used to determine the solution for a fin
bank with convection.

tronic energy bonds in metals. Barta [8] was the first to apply the
method to a plate bending problem in 1937. Fend, et al. [9] em-
ployed the technique in the solution of a temperature distribution
problem in 1950. In 1960 a paper by Conway [10] lead to wide-
spread use of the technique. Ojalvo and Linzer [11] summarized
the method and offered suggestions for improving the method. In
this form of point-matching, a series solution, each term of which
satisfies the governing differential equation, is truncated with N
terms. Boundary conditions are specified at N locations around
the boundary. A solution is determined by solving the N resulting
simultaneous équations. The solution satisfies the houndary con-
ditions at each of the N specified boundary points but can fluctu-
ate widely at other points on the boundary.

If M boundary conditions are specified and N terms retained in
the truncated series, where M > N, then the resulting set of
equations is overdetermined and the resulting solution will be a
least—squareé best-fit solution. In this variation of the point-
matching method, the resulting solution will not satisfy the
boundary conditions exactly anywhere, but will be a least-squares
best-fit solution of all of the M boundary conditions. This proce-
dure limits the fluctuations at locations between the prescribed
boundary points encountered in the method previously discussed.
Representative references of this general type of approach are
[12-15), each of which has its own variations.

Point-matching approaches to problems involving domains that
are relatively long and slender can result in ill-conditioned equa-
tions and/or matrices where the largest elements are not on the
principal diagonal which makes accurate solutions difficult or im-
possible. Solutions to problems involving abrupt changes in ge-
ometry and/or boundary conditions determined by point match-
ing usually blur over the change points, which are often the re-
gions of interest.

Singular-integral boundary collocation approaches to approxi-
mate solutions of boundary value problems are of two general
forms: those that use a surface density approach as presented for
example in (16 and 17] and those that use a potential function
approach as presented for example in [18 and 19]. The singular-
integral method for two-dimensional steady-state heat-conduction
problems using the potential function approach is presented in
[19]. While this form of the singular-integral approach is in gener-
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al excellent, certain restrictions on determining temperatures and
gradients near the boundary and the possibility of ill-conditioned
equations were found.

Lo, et al. {16] used one singular integral term in conjunction
with the point-matching method to determine an improved selu-
tion to a problem of heat conduction in a plate with a combina-
tion of gradient and temperature boundary conditions. However,
the singular integral term was used only to improve the point-
matching solution in the vicinity of a very abrupt change in
boundary condition in their consideration of steady-state heat
conduction. Reference [16] presents a complete development with
applications of the singular integral method for torsion, mem-
brane, and plate bending problems and suggests that a similar
method could be developed for steady-state two-dimensional heat
conduction, and for plane elasticity. A complete development with
application of the singular integral method to plane elasticity is
presented in [17].

The singular integral method for two-dimensional steady-state
heat conduction problems using the surface density approach is
presented herein. The method is applicable to two-dimensional
steady-state heat conduction problems involving any geometrical
shape and any combination of temperature, gradient, or convec-
tive boundary conditions. The method requires only that the do-
main boundary and the boundary conditions be specified in order
to obtain solutions for temperatures and gradients at any point
interior to or on the boundary of the region.

This method requires the use of a computer with sufficient core
storage. The coefficient matrices generated during the solution
are dense, as is also typical of matrices in point matching meth-
ods, whereas the matrices from finite element methods are band-
ed. However, a relatively small number of equations is necessary
to obtain ap accurate solution, since the singular integral method
is a boundary collocation method. If an accurate solution is deter-
mined using N equations obtained from satisfying the boundary
conditions at N locations, then a similar solution using relaxa-
tion, finite difference or finite element methods in which the
boundary and the interior nodes are as adequately described
would result in approximately N? equations. Further the singular
integral method results in coefficient matrices in which the larg-
est elements are on the principal diagonal and hence the matrices
are well-conditioned and accurate solutions of the sxmultaneous
equations are obtained easily.

Perhaps, the greatest advantages of the singular integral meth-
od are the ease of use and the versatility of application. The main
body of the method need be programmed only once and thereafter
only a subroutine describing the boundary contour and the
boundary conditions need be changed for application to different
problems. The authors’ experiences with finite element methods
has been that the preparation of input data and the selection of
node locations is very time consuming and each change of geome-
try necessitates a completely new set of input data. The CPU
time for finite element solutions of some problems may be some-
what less due to the banded nature of the matrices. If, however,
total effort of man and machine is considered, the authors have
found the singular integral method superior to the finite element
method. In certain problems involving smooth boundaries and
boundary conditions easily specified in analytical form, the point
matching methods of {14, 15] may also require less CPU time
than a singular integral solution. However, these approaches can
also require significant prior analysis and integration for each
specific problem.

Theoretical Analysis

The singular integral method presented herein is based on the
use of steady-state sources and sinks of variable strength. For a
line source in the Z or thickness direction acting in an infinite iso-
tropic. homogeneous solid, the solution of the Fourier heat con-
duction equation for steady-state conditions:

20 =0 ' S

is of the form:

308 / AUGUST 1974

T= 2—[—] In v + constant (2)
as shown in {3).
For use in formulating the singular integral method, equation

(2) can be expressed as:

1
1+ Inc )

where T is the temperature at a point { due to a source at location
J, ris the distance between the two points, and ¢ is an arbitrary
constant greater than r. This form of the singularity function
shows that T decreases as the distance from the source increases
and that the temperature at point { is always positive when tem-
peratures are based on an absolute scale. It can be shown that
To, which is termed a fictitious temperature, is related to g, the
rate of heat flow from the source, as:

g{l + In ¢) (4)
27k
and is proportional to the magnitude of the strength of the source.
The effect at a point due to a line segment in the X-Y direc-
tions with a step density function (a constant fictitious tempera-
ture) along its length is determined. The effect of a line segment
may be treated as the summation of the effects of all the sources
along it or as the integral of increments d¢, each with a concen-
trated density function at its center. The temperature at point £,
Ty, due to a line segmentj of length S; is:

T = {~T; In —15 + constant}, » < ¢

ins

Ty =

i/ S;
T m f In _d[ + TQJ In ], r<c¢ (5)

Sj Vas;ie 2
where Ty, is the step density function of the jth segment. Equa-
tion (5) also satisfies the requirement that T;; = To; for the limit-
ing case of R; = 0, i.e., a point “looking at” itself.

To determine the effect at point i of an entire boundary, 1t is
then necessary to divide the boundary into segments, each with a
step density function. The effect at i is then seen to be the sum-
mation of effects of each of the segments.

hi
T, =Ty (6)
j=1

where N is the number of segments on the boundary.

The boundary condition at the center of segment i on the
boundary is then set equal to T}, i.e., equal to the sum of the ef-
fects of all the boundary segments, each with a step density func-
tion, To;. This is done for all N segments around the boundary to
generate N equations with N unknowns, where the values of T,
are the unknowns. The values of the Ty, are determined by ma-,
trix solution of the simultaneous equations.

A similar procedure is followed if gradient boundary conditions
are specified. When solving problems with mixed boundary condi-
tions, some of the N equations will be set up using temperature
boundary conditions and some gradient boundary conditions, but
all are expressed in terms of the same fictitious To; and will solve
for a specific To; for each segment.

Fig. 1 depicts the coordinate system used to determine the ef-
fect at a point due to a line segment with step density function.
From Fig. 1:

g =l ~R,~SN)2 + RjZCNz]l/z 1)
where SN = sin(f; — ¢;) and CN = —cos(0; — ¢;).

Using equation (7), equation (5) is integrated by parts to ob-
tain the effect at point { due to line segment j in general form for
Rj# 0and CN = 0:

0.5S; + RSN >
., = ,__.J__J_ _J_ N
Tu 1+lnc{( J )1 [( +R51)
+ RjCN*] + (—0—5‘512—5—1?@) In [(%i —RjSN) + R;*CN?]
i
R,CN;, _-1,0.55;, ~R,SN -1,0.55; + R,SN
+ =gt T ) T ey )]

i

—1-lnc—1n §21} (8)
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For R; = 0, equation (8) reduces to
Tiy= Ty; ©)

For CN = 0 and R; > 0, equation (8) becomes
Ty; 0.55; + R;SN.

By = T1¥In c[( 2S;

. 2
)In (3 + R,5N)

.58, —R,SN S; 2 ' Sy
_j—l_ : i _R. ~1—=lne¢—1n-=2L

+ ( 25, ) In (5 —R;SN) ¢ ln2]
Since the ratio Ti;/To; must always be positive, it can be

shown from equation (5) that an additional constraint on the

-(10)

value of ¢ is: &)
ce?>144 max (11)
( ')min
The gradient in any direction n Is:
oT , 8T -
= cos(n) 2= + sm(n) BY (12)

where 7 is the angle between the X axis and the direction of the
desired gradient as shown in Fig. 1. )

The partial derivatives of temperature with respect to the X
and Y'directions obtained from -equation (5) for the general case
of Rj # Oand CN = 0 are:

L 0.55, —

LY AT . RSN
'—J_ — -7
X~ 51+ 0n ojleos wiftan” R,CN )
-1,0.55, + RSN smzp
t 1= L - ) __.L_
f an”}( RN )] 2 (In(r,? +RSSN+ )
2 :
—1n (RJ-2 —RjSJSN +§i—)]}‘ (13)
and' o R
T VR -1, 0.55; = R SN:
oY ~ S+ m oylstn yftan ™ ReN- ) .
4,055, 4+ RSN\, cos ¥, SE\
1 g i — i i
+ tan ("\R,CN )] 7 (in (R? +RSSN+4?
~1In (R, ——R;S,SN+j4j—)]} (14)
For R; = 0, equations (13) and (14) reduce to ;
' aT;; )
il A,
and )
8T ;
1 —_—
_LBY =0 (16)
For.CN = 0 and R; # 0, equations (13) and (14) become
aTy; _ _ Ty sin g . R;SN — 0.5, (17)
. axX SA{1+ In¢) " RSN +0.55;
and
28Ty Ty, cos Y n RSN - 0.55; (18)
aY S-(1+ Inc)  R;SN +0.5S;

for Ry > S;/2.

The condition of R; = S;/2, a segment lookmg at its end points,
produces values which are undefined. Therefore, singularities
occur at the end points of the segments and these points cannot
be’ considered. All other points are well behaved. Since, when
dealing with a boundary segment, only the midpoint of the seg-
ment is considered, cases of R; < S,-/2 reduce to the special case
of Rj = 0.

Equations (8) to (10) and (13) to (18) are the relationships used
to determine the values.of the fictitious step density functions
and, from them, the values of temperature or gradient at any
point within the boundary or at the midpoints of the boundary
segments.

When solving for gradients on the boundary or when consid-

ering members with any gradient boundary conditions, numerical
difficulties occur due to the contributions from equations (15) and
(16). This difficulty is eliminated by circumscribing a closed
boundary around the boundary of the member in question. The
fictitious solutions are placed on the circumscribed boundary

Journal of Heat Transfer

LINE SEGMENT j

. \'

Fig. 1 Defmlhon of coordmate system for delermlnmg the effect of line
segments
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Fig.2 Representation of example problem

which means that the member boundary is treated as being inter-
nal to the larger boundary and numerical problems incurred when
using the condition R; = 0 for gradient solutions are eliminated.
In effect, equations (15) and (16) are never used when using a cir-
cumscribed boundary.

Application of Method

The accuracy of the method presented herein is illustrated by
comparison of the results of this method to an exact solution. The
problem selected as an example is a square flat plate in steady-
state heat conduction. Fig. 2 gives a representation of the prob-
lem, which is doubly symmetric with respect to both geometry
and boundary conditions. The exact temperature solution to this
problem is given in [1, 2]. Gradients in the X and Y directions
were obtained by differentiation of the exact solution.

A computer program was written for the exact solution and its
derivatives to give the temperature and gradients in the X and Y
directions a 54 points on the boundary of the first quadrant and
100 internal points in the same quadrant of the plate. Using the
numerical method, the temperature and gradient in the X and Y
directions at the same 54 boundary points and 100 internal points
were computed. The results at these points were compared.

Table 1 presents the results of three numerical solutions using
different boundary conditions. Results are shown for the eleven
points indicated in Fig. 2. Point 1 is a critical point since it is
closest to the corner where an accurate solution is difficult to ob-
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tain by any method. The comparison of these eleven points is
representative of the comparison at all 154 points and no worse
agreement was found among any other points than among the
eleven presented.

Using temperature boundary conditions and fictitious step den-
sity functions on the plate boundary, accurate results were ob-
tained for temperatures and gradients at the internal points and
for temperatures on the boundary. Results for gradients on the
boundary, however, were incorrect, as shown in col. 6 of Table 1.
Incorrect results for all quantities were also obtained when gradi-
ent boundary conditions were specified in whole or in part when
the step density functions were applied on the actual plate
boundary as discussed previously. A circumscribed boundary
around the plate was defined and the fictitious step density func-
tions placed on that boundary. Segments were placed on the en-
closing boundary in the same manner as on the plate boundary as
shown in Fig. 3. Table 1 reflects the accuracy obtained using the
circumscribed boundary. The results are for the case of mixed
boundary conditions, and show accuracy to at least three decimal
places for all quantities both on the boundary and internally.

For problems having only gradient boundary conditions, tem-
peratures can only be determined within a constant. Table 1 il-
lustrates the accuracy of the solution of this problem with gradi-
ent boundary conditions. The correct constant was obtained by
comparing the temperature solutions to the exact solutions. After
the constant was determined, the temperature solutions were ad-
justed accordingly to enable a better comparison of accuracy to

Table 1 Results of numerical method for various
boundary conditions compared with exact solution

1 2 3 4 5 6 7 8

Numerical Method

— —
Circumscribed Solution
Exact "
Point X Y Solution Temp. B.C. Mixed B.C. Grad. B.C.
1 1.800 1.800 .135740 L1357 .13595 L136
2 0.000 1.800 .867703 26765 .86796 .868
3 1.000 1.000 .373286 .37326 237347 373
4 0.000 0.000 .398537 .39850 .39878 .398
s 1.800 0.000 .Q62346 06227 .06250 .62
2.000 0.176 .000000 -.00002 .00022 .000
TEMP
7 2.000 1.352 .000000 -.00003 .00021 .000
8 2.000 1.883 000000 ~.00003 .00026 .000
9 1.944 2.000 .043970 04394 04418 044
10 1.642 2.000 .277484 27746 .27766 .277
11 0.097 2.000 .997099 .99707 .99738 .997
1 1.800 1.800 ~.673102 -.67315 ~.67307 ~.67311
2 0.000 1.800 .000000 .00000 .00000 . 00000
3 1.000 1.000 -.293178 -.29317 -.29318 ~.29318
4 ©¢.000 0.000 . 000000 .00000 .00000 .00000
5 1.800 0.000 -.309157 -.30943 -.30917 -.30914
& 2.000 0.176 . -.316005 ~.11365 -.31600 ~.31600
GRAD X
7 2.000 1,352 -.506693 -.18064 -.50669 -.50669
8 2.000 1.883 -.722631 ~.16511 -.72243 -.722463
9 1.944 2.000 -.784638 ——— - J—
10 1.642 2.000 ~. 754555 - - ——
11 0.097 2.000 -.059775 -— = ——— _—
. >4
Tablel (Cont’d)
1 2 3 4 5 6 7 - 8
Numerical Method
s A —
Circumscribed Solution
. ——t——
Exact
Point X Y Solution Temp. B.C. Mixed B.C. Gred. B.C.
1 1.800 1.800 034699 .03665 L0%469 -03670
2 0.000 1.800 .603356 .60524 . 60529 .60536
3 1.000 1.000 192264 19226 .19226 .19226
4 0.000 0.000 . 000000 .00000 .00000 .00000
5 1.800 0.000 . 000000 .00000 . 00000 .00000
6. 2.000 0.176 . 000000 -— - ——-
GRAD Y
7 2.000 1.352 000000 —— -—— -—-
-8 2,000 1.883 . 000000 - —— R .-
9 1.95% 2.000 .031673 .53485 03162 -03167
10 1.632 2,000 .199880 .19460 .19991 .19988
1 0.097 2.000 RARYISY L04648 71800 L71824

BOUNDARY OF PLATE

CIRCUMSCRIBED BOUNDARY
Fig. 3 Circumscribed boundary and placement of segments

be made. Table 1, col. 8, clearly shows that accuracy to three
places was obtained for the temperature solutions both internally
and on the boundary, and the gradient solutions exhibited five
place accuracy both internally and on the boundary.

The number and distribution of boundary segments for which
boundary conditions are specified will affect the accuracy of the
solutions. The effect of various distributions and number of seg-
ments was investigated for the example problem. In general, best
overall results were obtained using a uniform distribution of seg-
ments. Even in the vicinity of the corner, which is subject to cor-
ner effects [17], the uniform distribution gave results for all quan-
tities accurate to three places. When comparing results for the
various distributions, it was necessary to go to the fourth or fifth
place to discern any differences. Since it made so little difference
in accuracy, it is concluded that a uniform distribution is suffi-
cient and is most convenient to describe.

More accurate results were obtained as the number of bounda-
ry segments increased, as was expected. However, three place ac-
curacy for all quantities was obtained at all points using only 30
boundary segments. To discern better accuracy with greater
numbers of boundary segments, it-was necessary to compare in
the fourth and fifth places. It was found that once convergence
was attained; a further increase in number of boundary segments
gave little or no improvement in the accuracy of results.

For the IBM 360-50 system used, run time. in seconds was ap-
proximately equal to twenty-four times the number of boundary
segments in the first quadrant raised to the 0.85 power. Since it is
necessary to compare the fourth and fifth places to discern differ-
ences in accuracy obtained with 30, 60, and 75 segments, it would
be more economical and sufficiently accurate to use the 30
boundary segment solution for this particular problem.

Convection Boundary Conditions

Although heat transfer by convection is actually accomplished
by conduction to a fluid layer at the wall, the effects of the flow
field must be considered. The overall effect of convection is ex-
pressed by Newton’s law of cooling {1]:

g = hA(T, — T.) (19)
or by an energy balance of conduction to convection
k2T -, - 1) 20)
N |

where T, is the interface temperature and T is the ambient
temperature. :
The validity of using the numerical method of this work in ob-
taining solutions for temperatures and. gradients. by means of
summation of the products of the calculated values of Tp; and a
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Fig. 4 ~Steady-state solution for a fin bank with convection

coefficient determined from the temperature or gradient relation-
ships developed herein has been shown. This same numerical
method may be applied to conductlon convection systems by vir-
tue of equation (20). o
At a point, the gradient term of equation (20) in the foregomg
may be expressed as the sum of the products of the step density
functions To; and coefficients (coef G) determined from the gradi-
ent relationships, equations (13) to (18). At the same point, the
temperature term may be expressed as the sum of the products of
To; and coefficients (coef T) determined from the temperature re-
lationships, equations (8) to (10). Using this.approach, equation
(20) can be expressed as:
2Zlh{coet T) + k(coef G)]Ty; = hT.

i

(21)

For convection boundary conditions, the proper values of the
To; are determined in the same manner as presented previously
by using the product hT. as the boundary condition and the sum
[h(coef T) + k(coef G)] as the relationship of the effect of a line
segment- upon a_ point with a convection boundary condition.
After the To; are determined, the values of temperature and gra-
dient at any point may be found in the same manner as described
previously.

The following solution is presented as an example of the versa-
tility, accuracy and applicability of the method. The problem se-
lected is a bank of fins, which is assumed to be very long in the Z

direction and has dimensions in the X-Y directions -as shown in '

Fig. 4. The temperature at the base of the wall was assumed as
an isotherm of 200 deg F. The surrounding medium was assumed
to be air at 70 deg F with a convective coefficient h of 10 Btu/hr-
ft2-F. The fin material conduction: coefficient £z was taken as 46
Btu/h-ft-F.

This fin problem was analyzed by cons1der1ng one complete fin
as the region of interest. The fin then is singly symmetric about
the X axis.

This is a problem with mixed boundary conditions whlch were
expressed as follows for one half of the fin: a constant tempera-
ture of 200 deg F along G-H, zero gradient in the y direction along
F-G, and convection along the remainder of the boundary ( C-D-
E-F) which is exposed to air.

The solution shown in Fig. 4 was determined using 75 boundary
segments to describe one half of the fin. The segments were dis-
tributed as follows: 6 segments uniformly spaced along C-D, 24
segments uniformly spaced along D-E, 15 segments uniformly
spaced along the fillet E-F, 15 segments uniformly spaced along
F-G, and 15 segments uniformly spaced along G-H.

Journal of Heat Transfer

Since some of the boundary conditions are gradient conditions,
a circumscribed boundary was used, as discussed previously. The
circumscribed boundary was separated from the fin boundary by
0.2 in. and the distribution of segments was the same as on the
fin boundary.

Temperatures and gradients in the X and Y directions were
computed at the midpoints of each of the 75 boundary segments
around one half of the fin boundary and at 207 points inside the
fin between section lines A-A and B-B.

The energy entering one fin at the 200 deg F wall as determined
from gradient data along G-H was 44.58 Btu/hr per ft of dimen-
sion in the Z direction. The energy leaving the fin by convection
was found from temperature data along the fin boundary (C-D-
E-F) and was within one percent of the energy entering the fin.
Gradients in the Y direction calculated at various points along
F-G were all less than 0.0002 and along B-B were less than 0.002.
The calculated temperature at the midpoints of the boundary
segments along G-H ranged from 199.997 to 200.004 deg F. These
checks on the conservation of energy, the satisfaction of tempera-
ture and gradient boundary conditions, and the gradient condi-
tions at the line of symmetry B-B all demonstrate that a highly
accurate solution has been obtained.

By interpolation of gradient data at 207 interior points and 75
boundary points, thermal flux lines were determined as shown in
Fig. 4. The energy conducted through each of the 15 flux tubes is
2.972 Btu/hr per ft of dimension in the Z direction. By interpola-
tion of temperature data at the 207 interior points and 75 bound-
ary points, isotherms were determined as shown in Fig. 4. The
isotherms and flux lines intersect at right angles and the iso-
therms intersect lines F-G and B-B at right angles.

The same fin problem was solved using a convective coefficient
of zero, and the solution showed a uniform temperature distribu-
tion with all temperatures between 199.999 and 200.000 deg F and
all gradients less than 0.002.

Conclusions

The method presented herein gives solutions for both tempera-
ture and gradient at interior and boundary points for two-dimen-
sional, steady-state heat conduction problems having tempera-
ture, gradient, convection or mixed boundary conditions and any
shape of closed boundary. A completely new analysis is not neces-
sary for each different problem. Only the geometry and boundary
conditions of each new problem must be described. The problem
need not be doubly nor even singly symmetric, although econo-
mies of core storage and computing time can be effected in prob-
lems with symmetry.
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If only temperature boundary conditions are specified and if
gradient solutions on the boundary are not desired, it is sufficient
to describe only the boundary of the member in question. If, how-
ever, the boundary conditions consist of gradients in whole or in
part, or if gradient solutions on the boundary are desired, a cir-
cumscribed boundary around the actual boundary of the member
must be used.

The checks and comparisons presented demonstrate that this
numerical method gives highly accurate values of temperature
and gradients at points both interior to and on the boundary of
the member. Consistently accurate results can be obtained with
uniformly distributed boundary segments. After increasing the
number of boundary segments to the minimum nccessary to ob-
tain satisfactory convergence, little or no improvement occurs
with a further increase in the number of segments.
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Steady Conduction of Heat in Linear
and Nonlinear Fully Anisotropic Media

by Finite Elements

Using a constrained variational procedure, a finite element approximation is developed
which can treat steady heat conduction in anisotroplc media whose thermal material
properties may be spatially, as well as, temperature dependent. Based on the element

approximation, the numerical results of several linear and nonlinear steadv conduction
problems are presented. These reveal the Important effects of thermal material anisotro-

Dy

Introduction

Compared with the problem of conduction of heat in isotropic
media. few investigations are available which deal with the more
general fully anisotropic problem. In light of the increased struc-
tural usage of inherently anisotropic composite media, further in-
vestigation is needed in this area. With the exception of brief dis-
cussions given in Carslaw and Jaeger {1]' and Ozisik (2], the few
recent investigations that are available n the fully anisotropic
category have been reported by Padovan [3-7] and Chang. et al.
18, 9]. These studies have centered on (i) developing solution
capabilities and (i} obtaining a clearer understanding of the pos-
sible effects of thermally anisotropic material properties on con-
duction heat transter. Besides the quasi-analytical development
of Padovan [6], several other finite element procedures have been
successfully developed {10-14]. These have generally been imple-
mented for isotropic problems with constant conductivities. Fur-
thermore, with the exception of the related developments of Volk-
er |15], Ahmed and Suneda |16}, and Winslow {17} on nonlinear
flows in porous media and magnetic fields, there are no investiga-
tions which have dealt strictly with nonlinear anisotropic heat
conduction problems to any degree of generality.

In this context, the present paper will develop a steady-state
finite element procedure which can treat the problem of conduc-
tion of heat in anisotropic media whose fully populated conduc-
tivity tensor may be spatially, as well as. temperature dependent.
The governing 3-D element equations are developed trom the con-
strained variational {18, 19} point of view. To add to the versatili-
ty of the results derived herein. the elements are developed for
bodies described in cartesian as well as cylindrical? coordinates.
Since the resulting element equations are nonlinear for tempera-

tNumbers in brackers designate Reterences at end of paper.

2 Used for axisvmmetric hodies [6],
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ture dependent conductivities, Newton's procedure is used for
their solution.

In the sections to follow, briet discussions are given on:

(i} The governing differential and constrained functional for-
mulations of the conduction equations;

(i1}  Presentation of finite element developed numerical results
juxtaposed with available “exact solutions’ for several linear and
nonlinear anisotropic conductivity problems;

(iil)  Presentation of several effects of thermal material anisot-
ropy.

2 Differential and Functional Representation of
Conduction Equations

In cartesian coordinates (x1, ¥z, Y3/, for a fully anisotropic me-
dium, the thermal constitutive relation is given by?

gi=w0 5 0 =123 (0

such that the conductivity tensor is positive definite [1, 20] and
due to Onsager’s reciprocity relation, «,, = «;; [21]. For the pres-
ent development, since composite material constructions are also
being considered, x;; are spacially, as well as, temperature depen-
dent, that is,

¥ T) (2)
In terms of equations (1) and (2), the governing 3-D conduction
equation takes the form
(v, vea vy, DY), + @ =0 in R (3)
The boundary condition associated with equation (3) is given by
i S xy TIT ¢ T+ g o= 0 on R (4)

where with the appropriate choice of « and q. either Dirichlet,
Neumann or Cauchy type boundary conditions can be developed

3 Cartesian tensor notation is used throughout. The index variables i and
Jrange overi ) = 1,2 3,
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from equation (4).

Considering that the differential equations denoted by equa-
tions (3) and (4) represent minimizing Euler conditions, with the
aid of the calculus of variations, it can be immediately verified
that an equivalent formulation Is the requirement that a certain
functional representation be minimized. For the present paper,
since ;;(x1, X9, x3 1) is temperature dependent, a constrained
variational procedure [18, 19] must be used to develop the proper
functional representation. In cartesian coordinates, this formula-
tion takes the form

T2k (g vou vy, DT T, ~ QT)AV
R
+ [ g+ (1/2)arhds = (T)  (5)
IR
where I(T) is subject to the auxiliary condition [18]
T =T (6)
such that T is the constrained variable.
Since axisymmetric geometries are also being considered, in cy-
lindrical coordinates (r, ¥, x), equation (5) reduces to [5, 6]

fh( J 20k, 8, 2, ™T P
it A

1l B2 TUT Y + i ,,(r, 6,2, T)

For the cartesian formulation, taking the first variation of
equation (5) subject to the constraint, equation (6), yields the fol-
lowing necessary minimizing criterion

[ (00 Ny v, T BT~ QBT
R

E ;

“ar

(67T + aTdTyWls =0 (8)

Specializing equation (8) to the eth element yields

T e, O von X TAT, BT 5 — QBT
R

v

v [ g BT, o, TAT s = 0 (9)
IR, .

Following the traditional finite element development [6, 12}, for
the eth element, 7T'is taken as

T, = (N7} (10)

where the shape function [N,] and the nodal temperatures {7.f
have the form [12]

[N, = (N Ny N N (1

[ DU |
1Tt = AT Tors Tom Tem

ems fan

(12)

such that N.x refer’s to the kth node of the eth element. In terms

X (Ty)‘l + 2x,500, 0, 2, ;1:)’]“7']"9 + 2,00, 0, 2, ’]T)']"@?“z of equation (10), 67, and T% , take the form
&7, = [N, 647}
+ 2rk, 0,2, YT, T,) = rQT)rdz -= [Neloin] (13)
T, o= 1N, Mo (14)
+ } (T + (1/2) Tﬁ)rlc')(l(i = IT) (7 such that
34
where here again, /(T) is subject to the auxiliary condition denot- 5{7/;[{7‘ = <5 Tons 000 8T, 07 i lf (15)
ed by equation (6). IN{;, i] _ INM. B (16)
3 Finite Element Development Using equations (13} to (16}, equation (9} reduces to
To develop the gmverning'finitg elerpem appr()ximat}&>11 for }he ,/ (k0 5(xg X Vs }'A\.p HTE‘()L\};.,"HTPH N 7,]
stated problem, the constrained functional representation depict- R,
ed by equations (5) and (7) subject to (8) will be used to develop
the requisite finite element equations for both the cartesian and % 647, } - @JIN, 8T, Dav + i (g N 1817}
axisymmetric problems, IR,
Nomenclature
A = ¢ facial area of axisym-  Nex, Net, ... = elements of [N,] AT = change in temperature
metric body q surface tlux input 6T 6T, variations of T. T., and
IFt = inhomogeneity of equa- Qe surface tlux input of eth 7ol 1Ted
tion (26) element, defined on aR 4 circumferential  coordi-
1Fot = eth element counterpart only nate {cylindrical)
of {F}, equation (19) qi components of heat flux & = conductivity tensor
{ = cartesian tensor index vector Kij component of conduc-
variable, ranges over ¢ = global heat generation tivity tensor
1,23 e = eth element heat genera- Kerj component of conduc-
I(¢) = functional representation tion tivity tensor of eth ele-
of conduction equation r radial coordinates (cylin- ment
J = sameas! drical) Krrs Koo, component  of  conduc-
[/] = Jacobian operator R region occupied by entire tivity tensor in cylin-
k = node number structure drical coordinates
[K] = coefficient matrix of equa- R, region occupied by eth 7l global column matrix de-
tion (26}, independent element noting nodal tempera-
of b.c. T = temperature tures
[K*] = coefficient matrix of equa- T. = ethelement temperature i7ef = eth element column ma-
tion (28), function of T = constrained temperature trix  denoting nodal
b.c. V = volume temperatures
[Ke) [Ko*¥] = eth element counterparts X3.%9,X3 = cartesian coordinates Tek, Ter = temperatures of kth and
of (K. [K*), see equa- z = axial coordinate (cylin- {th nodes
tion (19) drical) dK, JR. = surface areas of R and R,
{m.n = node numbers o boundary constant, de- ( ), = partial differentiation
n; = components of normal to fined on ¢R [ 17* = matrix inversion
iR e boundary constant of eth 1 1 = column vector
IN:] = eth element shape tunc- element, defined on 4R [ 1 = matrix
tion only [ 17 = transposed matrix
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Fa N N B s = 0 (17)

Since 8703 p = k, I, m, n, ... are arbitrary variations, equations
(17) reduces to

‘IIR (ko (vgy X9, Xy, Al TP‘()A\',,,)V AN, iHT‘,} QN )V

@

F g Ny o, NN T s = 00 (18)
3k,
wherep =k, [, m,n, ...
In matrix form, equation (18) may be rewritten as follows
Hr G 0]+ (K n b = At (19)

where the various elements of the matrices [K.(l7, ], [K,*] and
{F.1 have the form

KU = _l' Ko (g Xg, Xy, N HT DAL i Ngp, AV

R()
(20)
Ko ::4/4 A NN, ds (21)
IR,
Fop= 1 QN,dV | q.N,ds (22)

R, aR

a

If the same procedure had been applied to equation {7) subject
to equation (6), then the varivus elements of the matrices
[KoGre D], [Ko*) and 1F. | would reduce to

A’wkl(\! Tw}) - { (}"‘"Urr().' 0.2 ‘L\Yr*H 7!’}').‘\"0&, r ‘\"HIY r
R

+ (1MW, 0.2 LN BT DN s Norig
0.2 [N R DN Vo,
ol 82 N T DN e N
4 Kopg (. 0.2 AN H T DN s Nt s
F Koaa(1. 0.2,

+ Koo 1. 0.2.|N,

T !(«’rz(}‘~ 0,2, [A\Ym H Tv'})‘\yuk, r“\(el- z
K (0,2 AN KT DN L N drdzd e (23)
K% = | 0, N, N, ds (24)
‘ “or,
Fon = f QN rdrdbdz ff G Ny ds (25)
oR,

such that the basic matrix form of equation {(19) remains un-
changed.

w W
K|| h Kzz
)

KH/K(;; =.1526

Fig. 1 Slab geometry
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For the overall structure, the assembly of the local element
equations, (19), vields the following global set

UKE7hl+ [e]lin = Ft

*], 171 and JF} represent the global counterparts

(26)

where [K{l71)], [K
of the local set.

Considering structures for which v, (xy. xo, x5, 77 is only weak-
lv dependent on 7. for conduction problems for which AT is
small, the cartesian and cylindrical forms of equations (19}, (20},
(23), and (26) reduce to

KA D]~ (1] (27)
Ko = | Ko vy vON, . N A (28)
Kopy = , Oy (802N N

R,

+ (V10 020N b s Nrig + PR 0, 2N e o Ny,

Kers (700 2)N e v N s+ KonOr 020N g Ny

t Kop (02N o g Nt o+ Kog (5 820N N

7Ky 0 82N L Ny D did zd
(29)
Ikl - K] (30)
Due to the essentially quadratic nature of the constrained func-
tional representation depicted by equations (5) and (6), equiva-

lent results, equations (26) to (30), would have been obtained
through the use of Galerkin's procedure [12].

Ky B 2N N

4 Nonlinear Algorithm

Considering constructions for which «,; (x1, xo, x3. T) 1s temper-
ature dependent, the global matrix equation given by equation
(26) is nonlinear since [K.(ir1)] and thus [K{}7})] are dependent
on the nodal temperatures. For the present paper these equations
are solved using the general and modified forms of Newton's
method [12). The algorithms used take the following forms:

(i) general algorithm;

I = A7 =107, D1 e, bt (31)
(i1)  modified algorithm;
1t = A7~ [7r el bt (32)

=1 8
where {G({r,.1})] and the Jacobian operators [J{I7,-:{)] and
i (irs1)] are given by

7] = L, D) = il 33)

[oUr, W= IR D]+ [ex [ Hrt - {F (34)
and

747 0] = [0 dr D]+ TR ]H7 D] (35)
respectively.

5 Discussion

To verity the numerical capabilities of the finite element ap-
proximations derived herein, several computer programs have
been written. In developing these programs, the solution to the
linearized version ol equation (26) is obtained using the usual
Gaussian elimination procedure. For the nonlinear version of
equation (26), the general and modified Newton’s algorithms
given by equations (31) and (32) are used. For the sake of sim-
plicity, triangular and brick elements are used for the numerical
examples given herein.

The examples that are presented are intended to demonstrate
the procedure juxtaposed with exact solutions {3, 6, 7] and to
present several of the more important effects inherent to material
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X UNCHD

TT/4/ "Ca
Fig. 2 Effects of #,5 on the T(x,, 0, L,/,) field of an x» monociinic four
layered alternately plied slab

Fig. 3 Effects of //;3 on the T(x,, 0. L/} field of an x, monoclinic four
layered alternately plied slab

MATERIAL PROPERTIES

() {8} (3]

LAYER | K, Ko Mo

l |OBBer | 1Bty | O
2 " ” e
3 “ " P
4 ” P P

Fig. 4 Geometry of layered cylinder

anisotropy. For a generally anisotropic medium, since the princi-
pal coordinates usually do not line up with those used to describe
the governing thermal equations, for the present paper, the usual
second order tensor transformation law will be used to obtain the
required conductivities,

5a Laminated Slab. Fig. 1 illustrates the geometry of a four
layered slab with alternating plies composed of linear thermally
anisotropic material whose principal orientation is described by

316 / AUGUST 1974

T4

-T2

Loci of maximum temperature

Fig. 5

the angle #. Considering that the slabs boundary conditions are
given by

at vy = vy T =T cos (7v,/Ly) cos (av,/L)

at v = vy T = 0;

3

Lo=L,=1 (36)
Figs. 2 and 3 present the temperature profile obtained using the
element procedure developed herein. These results compare fa-
vorably with the exact solution recently obtained by Padovan {7}
As can be seen from Figs. 2 and 1, significant topological redistri-
butions may occur in the temperature field as the principal orien-
tations of the various plies are altered.

5b  Laminated Cylinder. Fig. 4 illustrates the geometry of a
four layered cylinder with alternating plies composed of linear
thermally anisotropic material whose principal orientation is de-
scribed by the angle ¢. The thermal boundary conditions are
given hy

at = Ry, T = T cos @

=Ry T=0

i

(37

Fig. 5 juxtaposes the loci of maximum temperature obtained
using the element procedure derived herein and the known exact
results [7]. The same loci were also obtained using a recently de-
veloped semi-analvtical finite element procedure [6]. Here again,
excellent agreement is found. As with the slab configuration, the
effects of material anisotropy, 3¢(0, = /2), is typitied by significant
topological redistributions in the temperature field. Similar redis-
tributions also oceur in the flux field.

3¢  Cylinder With Eccentric Hole. 'To illustrate the capabili-
ties of the element procedure with regard to nonlinear conductivi-
ty problems, the following comparison with a known exact solu-
tion is made. Fig. 6 shows the geometry of a long cylinder with an
eccentric hole and whose inner and outer surfaces are maintained
at 100 deg and 0 deg, respectively. The conductivity tensor of the

cvlinder is considered isotropic and proportional to (1 + 7). Fig.
7 illustrates various aspects of the temperature field along with a
comparisan of the exact and the numerically generated solutions
for several values of ¢. As might be expected, to achieve the cor-
rect local temperature profiles, as ¢ increased, the numerical solu-
tion required an increasing number of iterations in order for the
Newton's algorithm to converge to within the preselected accura-
cy. Importantly, although the number of required iterations in-
creases, adequate convergence is obtained even for the exaggerat-

at

ed nonlinearity described in Fig. 7.
5d  Anisotropic Cylinder. As a further illustration of the
nonlinear capabilities of the element procedure, the following
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OF

Fig. 6 Geometry of cylinder with eccentric hole

problem is considered. Fig. 8 illustrates the geometry of an aniso-
tropic cylinder whose conductivity tensor has the form (1 + ¢7)
x;; and whose boundary conditions are defined by

;=R Ryog, =0
0, T = 100 cos 260
P ]“ T = 0

In terms of the principal conductivities defined in Fig. 8, Figs. 9
and 10 illustrate the midplane temperature field at ¢ = 0 and = /2
for variations of the principal orientation 3 (see Fig. 8) in the in-
terval [0, = /2]. The element generated results compare tavorably
with the “exact” solution obtained using Kirchhoff’s transforma-
tion in conjunction with the recent developments given by (3, 6].
As can be seen from Figs. Y and 10, the apparent material aniso-
tropies caused by the 3 variations can create significant redistri-
butions in the temperature field. Similar redistributions have also
been reported recently by Padovan for linear materials (3, 6].

(38)
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Sublimation in a Porous Continuum
Developed From Nonequilibrium
Thermodynamics

The case of sublimation dehydration of a porous continuum is analyvzed from the view-
point of nonequilibrium thermodvnamics. The general energy and mass transport equa-
tions are shown and the application of sublimation is tllustrated.

A generalized approach to energy and mass transfer equations
in a porous continuum has been developed [1].! The equations’
development, as per reference (1], is briefly explained in the fol-
lowing section, and then the final equations for energy and mass
transfer are applied to the case of sublimation.

General Development

Nonequilibrium thermodynamic analysis of a porous contin-
uum affords insight into all factors affecting transfer within the
continuum. By starting with the general equations of mass, mo-
mentum, and total energy for a continuous system and by using
the boundary conditions of a porous continuum, the transfer
equations evolve by the inspection of the entropy production of
the system. The entropy production term will illustrate which
forces and fluxes are involved in the transfer process,

o =2d,X, (@)

where J; are the fluxes and X, are the forces. The fluxes are as-
sumed to be a linear summations of the forces.

J :@Luxi (b)

where L;; are phenomenological coefficients which are determined
experimentally. The entropy production may now be expressed in
terms of the forces

o=2L X, X, (c)

The Onsager reciprocal relationships,

L i; = 4oy ((1)
will be used to simplify the number of unknown phenomenologi-
cal coetficients.

The theoretical model which will be used is a macroscopic
model, which considers the porous continuum and the fluid as
two continua, and the properties are volume averaged to elimi-
nate microscopic quantities, leaving macroscopic quantities to be

! Numbers in brackets designate References at end of paper,
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analyzed. This model will be based on the fundamentals of non-
equilibrium thermodynamics as presented by De Groot and
Mazur [2]. The model is limited by the Onsager reciprocal rela-
tionships and the linear coupling of forces and fluxes. A paper by
Luikov [3] illustrates conditions for which this linear coupling is
invalid; however, the conditions must be extreme and the case of
sublimation is not.
The conservation of mass for a fixed control volume may be

written as

dp

ar =
where v is the barycentric velocity, v = Zx-1"prvi/p and Ji 1s the
barycentric flux of specie k, Jr = pp(vy — v). If the mass fraction,
¢k = pi/p, is used, equation (1) becomes

~ppdiv v ~div J, (1)

de .
p—*% = —div J, (2)
dr
The equation of motion may be written as
n
olpv .
“(aﬂ) = —Div(pvv + P) + Ekak (3)
7 =~ k=1
where P is the total pressure tensor and Fx is the force per unit
mass exerted on component £ Equation (3) may be physically in-
terpreted as a conservation for the momentum density, pv, where
pvv is the convective part of the momentum flow pvv + _~P and
Tr=1" pxFx is the source of momentum. The force per unit mass ig
not a function of time and may be expressed as the gradient of a
scalar potential
F, = —grad ¥, (4)
The total pressure tensor, P, is to be considered a fluid pressure
tensor, it may be separated into a scalar part, p. and a tensor
part,
P=Up+g (%)
p is the thermodynamic pressure, and T is the viscous pressure
tensor.
The change of kinetic energy with respect to time is
a(1/2p?) o1 ;
an = ~d1v(—2—pr2v + P+v) + P:Gradv + kZ)lkak'v (6)

and the change of potential energy density is
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. "
a0l e N
(fﬁr Do div(2o0,d, s pdv) - ’/;Z;Jk'F,: (7)
The total specific energy. e. is defined as
N 1 9
B A i 8
¢ 5! (8)
The total energy tlux, J, is detined as
n
J, = pev o+ Py o+ 2000, - (9)
= k=1

where per is the convective energy flux; F-v is the work of the
surface forces: 2y 1" gdy is the transport of potential energy by dif-
fusion: and J, s the heat {lux. By making an energy balance over
the control volume one is able to develop an expression for the in-
ternal energy

! ~
I (d% =divd, ~p divv — 7:Gradv + ?‘{F,{,'Jk
7 -

The time rate of change of entropy within the control volume

{10}

7

may he developed in terms of the entropy flux and entropy pro-
duction and this 1s related to the equation expressing the depen-
dence of entropy on internal energy, specific volume. and the
mass fractions.

S = \\‘(//.1‘.(‘1?) (11)
» 1 P SN "y
ds = 7 di 7 v - %f 7 dey, (12)
Since there is local equilibrium
Tds du dv 5’1\ de,,
S AT & L, et
d7 7 d7 ! dT ,:/ll kdr (13)

It is this step which brings an equilibrium equation to a non-
equilibrium equation. The reason this step is allowed. is that the
time necessary to establish local thermodynamic equilibrium is
very much longer than the time between molecular collisions. The
time between molecular collisions is a measure of the departure of
the process {rom local thermodynamic equilibrium.

When equation (13) is compared to the equation derived for the
time rate of change of entropyv in a control volume, the expression
for the entropy production mayv be deduced.

-1

T
% gradT - 55'2 {: - grade,
k=1 n

+ {v, ~v,)gradp +~ F, —F,) = - Grady (14)

tensor order mayv couple, the entropy production mav be written
as the sum of two parts: the first part for the first-order fluxes
and forces, and the second part for the second-order {luxes and
forces.

0 = Uy

Ty (15)

The equations of energy and mass transter in a porous medium
involve onlv first-order fluxes and forces, hence

Uy = - [‘4_; rerad? — %-‘
! HonS
cL(EEegrade, + (v, ~ v gradp + F, - F) (16)

k=t O,

Volume averaging of microscopic parameters. such as deusity
over an infinitesimal volume element, brings the microscopic con-
tinua to macroscopic continua. The volume element has been ex-
plicitly calculated by Whitaker [4]. An edge of the volume ele-
ment must be at least ten times the characteristic lenyth of the
macroscopic continuum and must be much greater than ten times
the characteristic length of the microscopic porous continuum.
Since the microscopic model permits a characteristic length of
10 % ¢cm, a wide range of porosities is allowed. The properties of a
porous continuum do not degenerate to a point, but only to a re-
gion defined by the characteristic length of the porous structure.

The volume averaging of any propertv. X, on the microscope
level, to x” on the macroscopic level. is accomplished by integrat-
ing the property over an infinitesimal volume element:

[ xedv
Vo= lim \( . (17)
=6 [
Equation (16) becomes
: J JE
(o) = — "L rgrad/ ~ B graday,
0/ /0 2 / o v ¢ »
(v, —wvgradp’ « (F," - F. )  (18)

The body force on the solid specie is the only term which re-
mains to bhe evaluated. This is the force which holds the solid
particles in place under a pressure gradient. This is calculated by
using the equation of motion with the condition of negligible ac-
celeration, vielding a relationship between the body foree and the
fluid pressure tensor,

By using the Curie principle that onlv fluxes and forces of even 0= -Div g “ mF, (19)
Nomenclature
Vo= volume ¢ (a0 i) opoc P’ = volume averaged pressure tensor
A = surface area ur = chemical potential of specie z = volume averaged viscous pressure
o= time J,” = reduced heat flux - tensor
pr = specie density Lix = phenomenological coefficients 4 = viscosity
vy = specie velocity 7y = first order entropy production ur = Joule-Thompson coefficient
p = total density ag second order entropy production k = permeability
v = baryveentric velocity (1) = volume averaged first order entropy A = coefficient of thermal conductivity
Jr = flux of specie relative to the center production D = diffusion coefficient
of gravity t = volume averaged temperature [} = thermal diffusion coetlicient
o = mass fraction of specie & 1 = volume averaged mass fraction of 1 Dufour diffusion coefficient
vo= gpecific volume specie R = ideal gas constant
P = total pressure tensor v, = volume averaged density of specie { a = interface position
¥y = external force exerted on specie k v, = volume averaged specific volume ¢ = unknown constant
Y = potential energyv of component k of specie ¢ = specific heat
¢ = total specific energy w: = volume averaged velocity of specie Ym = ratio of ice density to vapor density
u = specific internal energy k at the subliming interface
Je = total energy flux Jg volume averaged reduced heat flux « = thermal diffusivity
Jy = heat flux J.° = volume averaged baryveentric mass 3 = porosity
7 = thermodvnamic pressure flux of specie ! v« = density of ice
§ = VIscous pressure tensor p’ volume averaged pressure n = dimensionless coordinate
T absolute temperature i = volume averaged u,* ¢ = coordinate direction
§ = entropy per unit mass F- volume averaged external force on t* = dimensionless temperature
s = entropy production specie torr = one mm Hg
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Equation (19) may be simplified to vield for the condition of in-
compressibitity and with volume averaging.

210 Div Grad'w (20)

The velocity i1s a function of the gradient of the pressure, the
second term on the right-hand side of equation (20) is two orders
of magnitude less than the first term. If the body force is then as-
sumed to be just a function of the gradient of the pressure. the
entropy production becomes forrn = 2

I ’ X
U= J.’ff sorad/ - L < { B
N /.- / \2

soFy = grad p’

gradyy + vy gradp’)  (21)
Thus. using the Onsager relationships. and the linear coupling

of forees:

. L' gyt
J, e (LIM gradv, + vgradp’)  (22)
A9
Jyl = Lia gy, it rradyy + vygradp’
1 2t erac -gradyy + vygradp’) (23)
Recalling equations (2) and (9) on the volume averaged basis
dx 1. ,
—:1 = — —div Jy (24)
7 b
it . P " ; :
P = divd g *Grad’w - w-gradp (25)
oo ~
If Darev’s law is used for the velocity distribution, w = x/u-
urad p’. the equations for energy and mass transfer become
dut . ,
Vs T divirgrads + D7y (vypyygrady, + vixvgradp’)]
2,00 {# /
ah A PO 5
= 20 v;:z/u\"") o (gradp’V i j = 1.2.3 (26)
and
dy . . AYIA
{2} = diviD vgradl + Dygradyy + *':%Dgradp’] (27)
7 11

Application to Sublimation

In the freeze-drving process, the product is frozen quickly at a
low temperature. The ice cryvstals formed by low temperature
freezing do not expand and rupture the material structure of the
product as would happen if the freezing were done slowly. After
the product is frozen. it is placed in a vacuum chamber where the
absolute pressure is less than the absolute pressure at the triple
point of water (less than 4.58 torr). The water in the product will
slowly sublime in order to achieve thermodvnamic equilibrium.
This natural subliming process under a partial pressure gradient
15 a verv slow process. The subliming rate may be increased by
using a radiant heater to raise the temperature of the product’s
surface. Thus. there is a coupled process of energy and mass
transfer in a porous medium.

The general equations in the development may be written in
terms of the volume averaged temperature and mass fraction by
noting that du = ¢, dt. equations (26) and (27) become

dl . «
PO = divix grads + D"i(x, i "grady = vovvgradp’]
o . R
V2 v L
- + —(gradp’ij =123 (28)
o L8 p J
P
7 7
REGION II REGION [ e @
fe— q
—— e |- T
/2
X=L X=a{7) X=0
Fig. 1 Schematic diagram of porous material with heat and mass flows
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2 Deradp’ |

TR

= div[ D vy, grad/ + Dygradyg + (29)
In this case the 27
17 species is the subliming water vapor.

If the equation of state of an ideal gas 1s used

species is the solid stationary species and the

/)/ = 7',\‘1R/ (30)
equations (28) and (29) become
. 15/7 = div{agrads + Dy (v " — v R+ RI Jerady |

ST
R e
Ay ,

+ = (gradyy) ) = 123 (31)

and
A Rl

i div{D’ vy, grad/ + D(1 1-{”{ - —)eradyy| (32)
dar o My Yy Hgq

where the identitv x; + x5 = | has been used.

For constant pressure the diffusion coefficients are essentially
constant and not a function of distance. However, the diffusion
coetficients are strongly dependent on pressure, and would in gen-
eral. not be constant for tlow with a pressure gradient. The flow
regime for the vapor is in the transitional region where there is
both bulk and diffusional flow. An analogy may be made between
the diffusion coefticients and wall shearing stress in a fluid. The
equivalent wall shearing stress may be computed for a constant
pressure gradient and will be constant for this gradient. An anal
ogous method mayv be applied to diffusion coefticients for a given
pressure gradient. Dver and Sunderland [5] have suggesied a
method tor doing this. This fact should be borne in mind when
evaluating the diftfusion coefficients. Both effects contribute to
the flow and both effects should be accounted for. and an effective
diffusion coetficient is developed in reference [5]. Fox and Thom-
son [6] also note that two tlow regimes may exist and an etfective
diffusion coefficient may be used to describe this motion. Since
this model is macroscopic, the use of effective values is necessary;
it the continuum were left on the microscopic level such would
not be the case. The value of the effective diffusion coefficient
may be found from reference [5]. The use of effective diffusion
coefficients determined from experimental results increases the
accuracy of the model. The ditfusion coefticients were measured
In a situation where air was present in the porous structure, thus
the effective values include the effect air had on the diffusion pro-
cess, without inclusion of another specie flux in the analvsis. The
subliming interface is assumed to move as time to the one-half.
Dyer and Sunderland |7} have noted this to be an accurate ap-
proximation.

The position of interface is then

1/2

(33)
where «(7) is the interface position and ¢ is a constant to be de-
termined by an energy balance of the dried porous region, region |
in Figs. Tand 2.

The energy balance of the dried porous region is

r,r(’]‘) =7

The energy The energy The latent  The energy

into the = into the + heat of +in the dry
porous region ice region  sublimation porous region
(34)
X il"‘ =, 2 oy BAHeal?
SR
ooy pedt Mlare ~1,)  (35)

where v, is the density of the ice and 3 is the porosity. The aver-
age temperature must be used in evaluating the energy stored
above the datum in region 1. For constant temperature in region
1, the solid frozen region, and using the transform, n = x/2\ a7,

the boundary conditions become

- 1%{ = ’7'5/3AH(‘O’1/2 s ('v“,'s,‘j‘('aj”2(/((1‘(1 -1,

(36)
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q‘*ﬁ I o I 1 e q
G~ L" ~q
M ] e — kel et 1]

77 22z
X=L X=0 X=L
q=heat flow

m=mass flow

Fig. 2 Complete one-dimensional model of porous material with heat
and mass flows

t tave = Snr(n)dn
San
to
1in)

tove |
ta

0 81

2
m
Fig. 3 Diagram of the average temperature in region |

The other two boundary conditions are

— 37

n 0 Xy = ,\10 ( )
c | =1,

n = 2(11 7 Xy = 4\,10 (38)

The boundary conditions and the equations for energy and
mass transfer are not in their optimum form; the following di-
mensionless coefficients will be used

=1/t Bb = oy, sa = Cosdllare mld)
Lu=D/a n=n 8 =3 Ml
St = D'1y/D=D"1,/D v, = Xy Rc =R/c,
_ 172 ;
Gt =c/a Pa = ARy 0 /01, Db _ R
Rb = Rt/ y* na (39)
1000
950~
900+
* INTERFACE
! 850}
800}~
dd L i L L 1 i 5 i 1 L .
o St
» 2

Fig. 4 The dimensionless temperature distribution in region | for the
coupled equations with a total pressure gradient
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Fig. 5 Dimensionless temperature distribution with porous medium for
the uncoupled case

The boundary conditions become

*
o ("=l (40)
vy = S
Y1+t
. w )
)2 Gl =1l (41)
2 . Y1
Xy =
Yt oye
i 11*
Gt = -4 sssa - pa) (42)
d” &n:l’}
and equations (27) and (28) become
A dxy?
JOLEN *ad? v, x (2
i + L St Bb! ,\1{1*&;’1 Lu St Bbt ((m)
dant
) 2.
¢ Lust B A st pex, (e $21
dr dn?
~ 2L u St Reyl* i"« A st pers BTy
dn dn dan
5 dr*dxy 2 d\l
+ LuStRe (/*) L 4+ 2LuSt Retx = + DbRe (1)t )
dn dn
dx di*
Dhi* —L & =
+ Dbl an 27 —— [77 0 (43)
drx dxy dt* o APt dxy di* d*y
t + St b e St (v )P 5~ 2 Sty —+ —=1
Sty dan? dn dn (1) dn? S dn dn | dne
Rb1* d*xy  Rbdi*dxy _ RD_ day\? L Ay
* Xy (1772 xy dn dn (x )2 ((177 ) Rbt dn?
_ dt* dxy N Dbi* L{ll 2n ((1\1) ~ 0 (44)

(1'77 dn " Lu ‘dn’ T Lu dn

Equations (43) and (44) have been programmed on an IBM 360
using a modified Newton-Rapson inversion technique [8]. From
the computer solutions the effect each dimensionless coefficient
had on the interface position was obtained. Also, the temperature
distribution was obtained for the coupled equations with a total
pressure gradient. Because of the marked increase in the number
of terms when the entire equation for energy transfer is used, it is
difficult to assess the physical meaning to the difference between
the dimensionless temperature distribution for the coupled equa-
tions, Fig. 4, and that for the uncoupled heat equation, Fig. 5.

The effect the thermal diffusivity and porsity have on the sub-
liming interface position is illustrated in Fig. 6. If the porosity in-
creases, the rate of the interface movement decreases as there is
more ice per unit volume which has to sublime. Also, the void
space in the dried section increases and the effective thermal con-
ductivity of the section decreases, lowering the heat transfer to
the interface.

In Fig. 7, the plot of the minimum and maximum interface po-
sition versus time is plotted. This illustrates the degree of vari-
ance which can be expected. To obtain the minimum and maxi-
mum plots, the dimensionless coetficients were varied about by a
factor of ten. The effect the dimensionless coefficients have on the
interface position was then determined.
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Fig. 6 A comparison of the interface position for the uncoupied case at
two different porosities and thermal diffusivities

MAXIMUM

MINIMUM

INTERFACE
POSITION
(METERS) .002

ole]]

TIME { HOURS)

Fig. 7 A comparison of the maximum and minimum interface position
for the coupled equations with a total pressure gradient

For example, the dimensionless number, Db, increases and the
interface movement increases; this is because Db indicates the
ease with which the fluid flows through the porous material. The
easier it can flow through. the greater the sublimation. The effect
of St on the interface position is because of the relative change in
the thermal diffusion coefficient, D.

The heat flux has a primary driving force, the thermal diffusiv-
ity times the gradient of the temperature and a secondary force,
the thermal diffusion coefficient times the gradient of the mass
fraction. In this case the mass fraction gradient is opposite to the
temperature gradient, so an increase in the thermal diffusion
coefficient acts to reduce the heat flux and hence the interface
movement. The other dimensionless numbers act in a similarly
predictable manner.

The application of the generalized equations of energy and
mass transfer to the problem of sublimation illustrates interesting
effects: one, the number of terms which must be included in cou-
pled equations dramatically shows the simplifications involved
when the uncoupled heat transfer equation is used; two, the effect
the secondary terms have on the sublimation is calculable. Addi-
tionally, since the secondary terms are calculable, it should be
possible to determine an optimum sublimation condition if an-
other gas is diffusing in the direction of their temperature gradi-
ent against the vapor flow. Such a procedure has been experimen-
tally accomplished by Kan and deWinter (9]. However, the values
of the diffusion coefficients, thermal, mutual, and self will proba-
bly be extremely difficult to determine.

An important advantage in choosing a ‘‘thermodynamic”
model is that it incorporates all the transport phenomena and
their cross effects. At times, the cross-effects are not predominant
and may be neglected. This is what the simplified analysis have
done without proven justification. An example, which was illus-
trated, is the Soret and Dufour effect. Under a concentration gra-
dient, a heat flux will result even with isothermal initial condi-
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Fig. 8 A comparison of the interface position at ditferent vatues of Db
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Fig. 9 The interface position at different values of St

tions. This is because the heat flux is a function, in part, of the
concentration as well as the temperature. The primary cause of a
heat flux is a temperature gradient, but at times the other cross-
effects should be included in the formulation. It is known that the
effect of concentration on a heat flux is quite small, usually not
more than 5 percent of the total flux. However, as the main driv-
ing force decreases, the cross-effects become important. Similarly,
at very high transfer rates, the cross phenomena could again con-
tribute significantly to the transfer process. The magnitude of
these effects has been illustrated for the case of sublimation in a
porous continuum.
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Analysis of Cooling Effectiveness for
Porous Material in a Coolant Passage

An analytical investigation of the performance of a heat exchanger containing a conduc-
tive porous media was made. The partial differential equations governing the steady-
state temperature distributions for both the porous media and the coolant fluid are

given. A method for obtaining an approximate solution of the governing equations is
shown. A computer program was written in FORTRAN IV and the results are provided
fordetermining the cooling effectiveness.

Introduction

In a high temperature environment, the structural integrity of
a bodv may be maintained by proper cooling such as convection
cooling or mass transfer cooling. The latter cooling scheme in-
cludes ablation, transpiration. and film cooling. Mass transfer
cooling 1s suitable for the thermal protection of a structure ex-
posed to an extremely high heat flux environment such as that of
a re-entry vehicle. Convection cooling is suitable for a relatively
low heat flux environment such as that of a conventional rocket
nozzle. The limitation of convection cooling to the low heat flux
environment Is due to the slow heat transfer rate from the wall to
a coolant. Thus, if convective cooling is attempted for a high heat
flux environment, the heat transfer from the environment to the
wall, at maximum allowable wall temperature, would be signifi-
cantly higher than the heat removed from the wall by the cool-
ant, resulting in thermal damage to the structure. This limitation
may be partially overcome by inserting a high conductivity po-
rous material in the coolant passage (Fig. 1). This will signifi-
cantly increase the heat transfer area and, therefore. increase the
heat transfer from the wall to the coolant. Also, the temperature
difference between the wall and the coolant would be significantly
reduced. In view of the high heat transfer area between the po-
rous material and the coolant per unit volume, this arrangement
may be considered as a super compact heat exchanger. The pur-
pose of this report is to present an analysis of the temperature
distribution in this super heat exchanger. From the temperature
distribution, the enhancement of cooling effectiveness due to the
presence of the porous material will be determined.

Analysis

Physical Model. The physical model is sketched in Fig. 1. A
two-dimensional channel is exposed to the external heat flux
gofx) on one wall and ¢1(x) on the other wall. The heat flux is re-
moved by passing a coolant at a flow rate of m through the po-
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NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer
Division, Qctober 30, 1973, Paper No. 74-HT-KK.

324 / AUGUST 1974

Copyright © 1974 by ASME

rous material in the channel. In the case of convective cooling for
the thermal protection of a rocket nozzle, ¢1(x) would be zero and
go(x) would be the heat transfer from the combustion gas to the
nozzle wall. In the case of a heat exchanger, either g¢ or ¢, or
both could be the heat transfer from the hot stream to the chan-
nel wall. For this analysis, it will be assumed that both ¢e¢fx) and
g1(x) are prescribed. Our purpose then is to calculate the temper-
ature distribution in the porous material and the coolant.

Governing Equations. [t will be assumed that the flow is
steady and the channel width 4 is small in comparison with the
length such that the coolant flux is independent of location. In
addition, it will be assumed that the gas conduction is negligibly
small in comparison with the porous material conduction. Fur-
thermore, property values will be taken as constant. Thus, the
temperature distributions are governed by the following energy
equations:

. oT,
mq,;f =T, —T,) oy
2 12
T, Al
Bk = WD, - ) (2)

The boundary conditions are:

Fig. 1

Physical model
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At v = 0 's I'6°
Ty o AT B
I8 (j—\?'?' 0.7, = T, (3a.0) ’
: . A
At v == 0 =7 ’ =" ’
ol - ARl
oy =l (3c) R
Aty =0 Method of Solution. The technique for obtaining an approxi-
: 9T RS (3d) mate solution of equations (4) and (5) will parallel the classical
ay Fourier transform methods. Rather than an integral transform of
At v =L a continuous variable, a finite (discrete) Fourier transform of a
o, discrete mesh function will accomplish the elimination of one of
K Y t=0 (3¢} the independent variables. The finite Fourier transform approach

has been successfully applied to finite difference equations in a
number of problems [5, 6].1
The approximate solution of the differential equations will be

Equations (1). (2), and (3) are rewritten in the following dimen-
sionless forms:

given in terms of a sum of products involving coslzay) for « an

X .
£ A, - 0,) 4) N . ;
ok & integer. At n = 0 and » = 1 the normal derivative will be zero. To
. accommodate this a new pair of dependent variables is intro-
2 2 !
Gl O BX(g, —8,) (5) duced.
Gk an? ¢ .
h =t ) = 0, — R(EMN) (Ta)
At & =0
dr )
4, ro= (g =8, (70)
B R _
s o b 0 (6”‘/)) where
at =10 R= R0 = €07 /2 + gxEm(1 - 0/2).
8 5 The differential equations are now
« .
o= ) = a6l (6¢) o
a7 K = A*(u — ) + A*R (8a)
C
at =1 o
S Vi = B*u ~ ) + B¥R — V'R (80)
a6, wlc b
W gyr16) = qyloe)]-o (6) -
an K1 with the new boundary conditions
at & = ¢,
aff
nn=0 (6e) ——
where s ! Numbers in brackets designate References at end of paper.
Nomenclature
A, B. C. D = matrices defining the block g = heat tlux AX = mesh size in £ direction
tridiagonal matrix which Ju v = distance normal to flow di-
determines [F), and | (7], (J12 = apat&=o0 and § = &/ rection
¢ S . .
W Ay = mesh size in y direction
5 I 3 - g
A¥ = R = function of the boundary oo
mep o : Ty — 1"
oo condition used to change By &=
. h'62 alle £ T
B = == the dependent variable T T
N . e g
#lm to the dependent vari- o = =
(', = specific heat at constant able u
pressure [R); = vector (R, o, Ri1. Ri.. & = channel width
E. F = matrices defining the fac- Ri mi
torization of the tridi- Ry = R(IAx. jAV) = 5
agonal matrix [R], = vector R0, Ri, Ri.. \
[F); = veetor 3Fie, Foy, Fi, i Rl n =g
Eromt R; . = the «th coefficient of the
Fi., = the «th coetficient of the cosine transform of [R}, . .
. v . "o Subscripts
cosine transtorm of [{7]; T = temperature
[} = vector 1o, Giy, (i w = dependent variable having & = gas ' _
Gl = denoting evaluation at (Ax
. . an o i aluati FIAY
(.. = wth coefficient of the cosine I’_'; =0.p=0,n=1 /= denoting evaluation of jA)
transform of [V}, L= atX fll
k" = heat transfer coefficient per [, = vector 10, U, U . m = material
unit volume Uy il I = aty=4
k = thermal conductivity of [/, = approximation of u(iAx, JAV) 0 = aty :.0 »
porous material ¢ = dependent variable, 0. o = denf)tmg the f"h temj of a
I, = channel length [V, = vector {Vie, Vi, V.o discrete cosine transform
M = number of subdivisions for Viimt
non {0, 1} Vi, = approximation of V{(iAx, Superscripts
N = number of subdivisions for JAV) 0 =atX=0
fonf0. &) x = distance along flow direction * = reference
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L 1E
z1 ‘ i =
I i Lk
ABERE : Pl o0z
[ e Lot ‘
B ——— t
t
f i=0 (
"""""""" nodelinej = ~1 T
Fig. 2 Node lines
at &= O, ,’“ = (,}1<! =0 , (9)
. it \
at Eo= &y, Prals (Jg(’l})
at n =0 and 7= 1; ::[,-; =0
where '
a5 %(0) —I]2 deg g (O)
A ER A I Mol —n/
@4(n) e se (= n/2)],
2
5 & 7 7.
Qy(n) = — M2 -—(5[—?5 LS. f ){77(1 ~n/2)].

aE 2 a&

A popular method for obtaining approximations to the solu-
tions of partial ditferential equations are the finite difference
equations. For the aforementioned problem. the rectangle 0 < y <

1,0 < ¢ < £, 1s partitioned by the set of node lines (Fig. 2).
[ =0,1.2,... N

Eo=ibx, & = NAy,

7]]- o _]AAV\' N 1 o “UAV\' ] = 0,1.2,. . ,,41].

Let U, , be some approximation to u(é;,n,) and V;, be some ap-
proximation to v(£,n;}. The

{/;, and V., ; are to satisty the fol-
lowing difference equations.

Equation (8a) is approximated as

Vior = Veery = AxAXU v Uy = Vi = Vi, 172
Y ANAR, Ry 51720 (10a)
for /i = 12 . ‘,A\Y, } = 0,1,2“ . “,‘\1
Ri;=REqm).
The boundary condition gives
V,=0, j=01,... M (10b)
Equation (8b) is approximated as
olUp i, =20, + Uyl + 10 =20+ Uyl
= A,\«Zs*ll;,, - 1,,,] +AYES, . (11a)
where
0 = ;\,\'2/;&.\'2
Sy = B*R, ; ~VIR(£, )
for 1':0,1,2,.““\', /:01,2,,11
In addition the boundary conditions are approximated as
Uy = Uy = 285 @) (110)
Uper s = Uyer,; = 283 Qyln)) (11¢)

for j =012, .. M
and

Uiov = Uy Upyer = U oy

for /i=0/12,... N

The use of the “fictitious’ dependent variables having indices of ¢
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= ~lor N+ landj = —1 ot M + 1 allows a higher order ap-
proximation to be made.

Consider any mesh function ¢,,; = 0,1,2, . .. .M. It can be shown

{71
T M-1 ~
5] o~ 4
¢; = 512& + 21 &b, cos (maj/M) + (— 1Y Ly
o=
where
9 -1
~ ¢
b = [0 4 25 ¢, cos (maj /M) + (— 1)% f)”} .
AM 2 =1 7 -
In addition, the set of functions 1, cos(zx/M) cos(2nx/M) ...,
cos({M — 1} =»x/M), and cos{xx) are orthogonal under summa-

tion. Furthermore,
= ¢ ,A -
by = ¢y and Oy = .,y .
The orthogonality conditions and the foregoing boundary condi-

tions will be used to advantage.
It a solution U; ;, V, j exists, then it can be written as

£y ‘ . . -1y |
Uy, s = ~12~ + ?/w cos {ma /1) + 04—2*'1',-,5,1 (12a)
-1 1)
J
I A L Giva €08 (/3D + 575G,y (120)
The mesh function R,‘, can be written as
B -1
—1y
Ri!j = 'J"”' + ZR“O‘ CcOs "T(Y]/\I) (*WZ‘)" 'Ri< " (13)
At this point let us define the following mesh functions of »;
s; 0= ptre
P =, r2)
Sjr(m =1
and their finite cosine transtorms
-1
~ 2 5, d (-1)=
Yot A Sy ok “ : . (k
§o0 = Ut “2 £ las; " eos (raj /M) + /f’é-—\s‘,,“’

Now the transform K, , of R, ; can be written as
IS ~ E Y2
Riya' = (/2*(5 z')Sa Yoy (/1*(5 i)5a< !

Substituting equations (12) and {13) into equation (10a) and
noting that the orthogonal expansion of the zero function is zero,
the result is

AxA " .
Gi»o - (’1 Lo ™ MET'[Fisu + Fitio 7 Gig = Giay, a1
AvA* ~ ~
N\.‘"Z’”““‘ e T RH,Q\ (14a)
for o = 0,1,2. ..., M =12 ..., N, from the condition V,, ; = 0,
Gy =0. (14b)
Similarily S, ; is written as
~ M-1
. 1)~
.S,-,j: 25, « €08 (maj/M) + (vilsi“..,
where
~ o? ¢ ~
\S,*,m = {B*(Iz*(g,i) - i’,é%‘(f ]SQ(“
. 3% ~ ) ~
+ [Brgyx(z)) dgg EDS + lagm(E) = gox(E IS,

Sqguation (11a) is rewritten as
olFy, —2F, ,+ F + AL

ati o

G o)+ avis,

i+l a]

= AviB*(F, (154}
N, = 1— 2+ 2 cos (ma/M)]

fora =0,1.2,.... M 1 =012 ...
conditions, equations (11b,¢) are

N The transformed boundary
F, ~ Fq ., = 2800, (155)
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]:‘Vﬂ-oz v e = 2"3‘\’(?)(1(2) (15()
where
~ 3o *(0), ~ 9G¥ (0 ~ (o
G = ,,!:g ST 0] %EMMI g,
5 Do X (& ~ dg ¥ (E ) ~ 9
Q. = ,_/_,,,,,,Lj[xam] ,LI\E,NLH[CO((JW

a& ag

[t is important to note that equations (14) and (15} are uncoupled
for each «. Whereas before, equations (10) and (11) (excluding
“ficticious’ nodes) numbered 2(M + 1) (N + 1) simultaneous lin-
ear difference equations. now equations (14) and (15) have (M +
1) sets of 2(N + 1) simultaneous linear equations. Because of the

sparceness and structure of the linear equations, a special algo-

rithm may be used.
Equations (14) and (15) are now written in block tridiagonal
form for each « as

(B, ¢, 00 1 oo ] [D0]
A B CoO “1 by
. (ol | Ds
ABC O .
0 AB C -2 Dy
Byag Dy 4
i 00 Ay Byl |0y | LDy |
where
Fi . d
b = ), = .
@ (;i'a lz (]2<u
and
A= {”m»n}* B = {bm,n}‘ C = {(\m,n} .
The elements are
Ayy = 0, Ay = 0
AxA* 1 AxA*
Ay =~ "5 An = + 5

Dy = Ay — 20 — AVIB* . by = AayiBx

AxA¥* AxA*
b?l = - 9 1)22 = - T
cyy=0. cp=20
Cgg = Cgp = 0
ATy

A = avis, d,' Y = R, ,+ Riq.)

2
The ficticious boundary quantities are eliminated and the bound-
ary matrices become

biy Dy 2cqy Cp a"
B, = LGy = . D, =
0 1 0 0 0
({l(ﬂ) o A,\VZS()yC( 4 ZA.\'OQO{H)
2ayy ayy a'v
Ay = . By=B. Dy~
(g Uy dy)

Ay = av? s, - 2av0 Q1Y

(lz(m = AYA*/2 l"é,\«',a + ﬁhﬂi.a}
The efficient determination of ¢ from equation (16) is well
known [8]. For completeness it is given here.
Eo = B«»ﬁ('(w Ei = (Bi - Ai Ei-I)‘}Ce'

Fy=B,'D,, F; = (B; = AEp.{) MD, ~ A, E,y)

i=12,... ,N~1

Then
dy= By ~AyEy ) HDy ~A E )
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The matrices F; here are not to be confused with the F; , used in
previous notation.
Once the finite Fourier coefficients Fi,, (7 , are determined, the
mesh functions U;; and Vi ; can be constructed from equation
(12). Finally, #; and ¢, are approximated from equation (7).

Results and Discussions

The governing differential equations and boundary conditions
presented in the foregoing section have been solved numerically
for several combinations of the parameters A* B* 6,,"(0),L /6. The
results are shown in Figs. 3 to 9, and are discussed in the fol-
lowing.

Fig. 3 shows the dimensionless temperature profiles for A* = 1,
B* = 10, 100 and |8,'(0)| = |8,'(1)| = 10. Since the temperature
profiles are symmetric with respect to y/6 = 0.5, only half of the
profiles are shown in the figure. With the exception of the coolant
entrance where the dimensionless gas temperature fy is zero, the
dimensionless gas temperature profile is approximately parallel to
the dimensionless porous material temperature. Also, the temper-
ature profiles are quite flat for low value of B*/A* but relatively
steep for high value of B*/A*. Since B*/A* = m(C,6/k. represents
the ratio of the heat sink to the heat conduction, a low value of
B*/A* would imply a high degree of readiness of the local element
to conduct the energy away and therefore the temperature gradi-
ent would be small. On the other hand, a high value of B*/A*
would imply a relatively poor ability for the local element to con-
duct the energy away and therefore the temperature gradient
would be great. For the consideration of cooling effectiveness, it is
important to have a low value of B*/A* so that the temperature
variation across the channel will be small.
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Fig. 4 shows the dimensionless temperature profiles for A* =
10, B* = 10, 100 and {6, (0)] = {4, (1} = 10. With the exception
of the entrance region, the coolant temperature is very close to
and almost indistinguishable from the porous material tempera-
ture shown in Fig. 4. Notice that the parameter A* in Fig. 4 is 10
and that in Fig. 3 is 1. Thus, the parameter A* has a significant
effect on the temperature difference between the porous material
and the coolant. From the cooling effectiveness point of view. it is
desirable to have a high value of A*.

Fig. 5 shows the effect of heat transfer on the temperature pro-
file. The symmetric curves are for the case of uniform heating on
both walls, while the unsymmetric ones are for the case of uni-
form heating on one wall and insulation on the other wall. The
total heating is the same in both cases. As expected. the tempera-
ture near the heating side is significantly higher and the tempera-
ture near the insulated wall is signiticantly lower than the case of
uniformly heating on both sides. Again, with the exception of the
entrance region, the dimensionless coolant temperature is below
and approximately parallel to the dimensionless porous material
temperature.

Fig. 6 shows the effects of parameters A* and B* or B*/A* on
the dimensionless temperature along the wall. A high value of
B*/A* is equivalent to a low conductivity material and, therefore,
a high wall temperature if the heat flux is fixed. Also, the tem-
perature increases as the distance from the entrance increases.

Fig. 7 shows the effect of the parameter B* on the dimension-
less temperature along the wall. For the same reason as pointed
out in the foregoing paragraph. the wall temperature increases as
the parameter B* increases. A comparison between Figs. 6 and 7
shows that the temperature difference between the porous mate-
rial and the coolant increases as the parameter A* decreases.
This is because a high value of A* is equivalent to a high value of
heat transfer per unit volume, h', and, therefore, a low value of
teraperature difference between the material and the coolant.
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Cooling Effectiveness

The cooling effectiveness of a channel with porous materials in
comparison with that of a channel without porous materials may
he determined by the ratio of allowable maximum wall heat flux
for the two cases with the constraint that the wall material tem-
perature be limited to a certain preselected value. For example,
the maximum wall temperature mayv not exceed 2000 deg F if the
wall material is superallov. This maximum temperature together
with the channel dimensions {width and length L) and the cool-
ant flow rate will determine the heat flux at the channel wall for
both with and without porous materials in the coolant passages.
Algebraic equations used for this comparison are presented in the
following.

Channels Without Porous Materials.
the heat transfer coefficient between the channel wall and the
coolant is given by the following fully developed flow equations:

/\1

It will be assumed that

Y4
o= 55 Nu
Nu = 8.2 (laminar flow)

Nu,; = 0.0243 (Re)™ " (pr)""

The bulk coolant tem

(turbulent flow)

perature as a function of distance x from the
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entrance is given by the following energy balance equation

2y

7, = LY+ =ty
Q m(’)(‘p\

& &
The wall temperature as a function of x Is given by the definition
of the heat transfer coefficient

Tpw= T+ ‘//;
The maximum wall temperature as found by substituting x = L
in the foregoing two equations is given by
(TW)max = ,];*“ h (/()}712(%6 + }1;)

Thus, for given channel dimensions 1. and 4, coolant, coolant flux
m and (Tw)yax the heat flux can be computed by the above
equation. From the foregoing equation it maybe noted that for a
prescribed heat flux ¢. the maximum wall temperature depends
only on the local heat transfer coefficient at the end of the chan-
nel. Therefore, the high heat transfer coetficient at the entrance
of a channel only reduces the local wall surface temperature at
the entrance but does not reduce the maximum wall surface tem-
perature at the end of the channel.

Channel With Porous Materials. To determine the heat flux
corresponding to a maximum allowable wall material tempera-
ture, the parameters A*, B* and #, '(0) must be estimated. Cor-
responding to these A* B* and #,,°(0), the dimensionless tem-
perature for the coolant and the porous materials can be found
from the solutions of the governing equations (Figs. 3 to 7). This
will determine the reference temperature T* to be used in the
definition of dimensionless temperature,

“L)m ax ilsn
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Fig. 7 Effects of A% and B* on dimensionless temperature along wall
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Finally, the heat flux can be calculated from the energy balance
equation given by
*5

o T
¢ = )”C”(H”)“L(T?T)

It the selection of A*, B* and #,,/(0) is correct, the heat flux so
computed should agree with that found by the following equation

/(0
b
For example, if A* = 1, B* = 100, #,,/(0) = 10 and L/5 = 40 the
maximum dimensionless porous material temperature at the end
of the channel as given by Fig. 3 is 9.85. If we limit the wall tem-
perature to around 2000 deg F and the coolant temperature at en-

trance is taken as 70 deg, the reference temperature T* would be
2000 - 70

. 70 _
™=""9%s

If air is used as coolant at a flow rate of 10 lb/ft2-s, the heat flux
would be

g = RT*

200

. 5 200
q = mCy(8,); T == = 10(0.25)+(8) = 50 Btu/ft’-s

2L 240
If the channel width ¢ is % in. and the conductivity of the porous
material k is 1.9 Btu/ft hr deg F, the heat flux computed by
kT*6,,7(0) /6 is also Btu/ft?s.

Heat Transfer Coefficient per Unit Volume. The heat trans-
fer coefficient per unit volume A’ is a function of mass flux and
microstructures of the porous material. For packed bed of spheri-
cal particles and Rigimesh, data shown in reference [4] yield the
following values of heat transfer coefficient per unit volume:

Heat transfer coefficient per unit volume A’ at 40
percent porosity

Rigimesh
. (hydraulic
m(lb/ Particle sizes of packed bed dia =
ft2s) 0.01 in. 0.05 in. 0.1 in. 0.011 in.)
1 301 32 12 112
5 810 87 33 365
10 1240 134 51 682
Calculations. Calculations have been performed for A* = 10,
B* = 100, m = 1 and A* = 1, B* = 100 and m = 10. Tempera-

ture distribution along the channel wall for these two cases are
shown in Figs. 8 and 9, respectively. The temperature distribu-
tion and heat flux corresponding to the conventional channel flow
is also shown in the figures.

For A* = 10, B* = 100, m = 1 the flow in a % in. width chan-
nel would be laminar and therefore the laminar heat transfer
equation must be used. If the maximum wall temperature is lim-
ited to 2000 deg ¥, the maximum heat flux at the wall would be 2
Btu/ft? s as shown in Fig. 8. However, if the channel is packed
with porous materials, the maximum heat flux could be 6 Btu/ft?
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. Also, if the channel is packed with porous material and the
peat flux is 2 Btu/ft? s the maximum wall temperature would
be reducted to about 600 deg F. Thus, for a fixed heat flux, the
effect of the porous material in the channel is to reduce the wall
temperature. While for a fixed maximum wall temperature the
effect of the porous material is to increase the heat flux at the
wall.

For A* = 1, B* = 100, m = 10, Fig. 9 shows that the cooling ca-
pability is increased from 16 Btu/fi? s without porous material
ta 50 Btu/ft? s with porous material. If the heat flux is main-
tained at 16 Btu/ft? s, the wall temperature at the end of the
channel (L/6 = 40) is decreased from 2000 deg F without porous
material to about 700 deg ¥ with porous material.

Calculation was also performed using hydrogen as coolant and
it was found that the heat flux shown in Fig. 9 can be increased
by four times. That is, the maximum wall heat flux with and
without porous materials would be about 200 and 64 Bru/ft? s,
respectively. By proper selections of porous materials and dimen-
sions, this maximum heat flux could be increased significantly. In
all cases computed, the cooling effectiveness is increased by over
three times by use of porous material in the channel. This
suggests the use of the scheme to augment the regenerative cool-
ing in rocket nozzle where the convective cooling has reached its
limit.

Conclusions

Temperature distribution in a channel packed with porous ma-
terials is analyzed. Numerical solutions to the governing equa-
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tions are performed for a range of parameters. It was found that
tor fixed allowable wall temperature, the heat flux at the channel
wall can be increased by over three times by use of porous mate-
rial in the channel. For fixed heat tlux at the channel wall, the
effect of porous material in the channel is to decrease signiticant-
ly the wall temperature. Thus, the scheme can be used to aug-
ment the regenerative cooling in rocket nozzle where the convec-
tive cooling of nozzle wall has reached its limit.
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Boiling and Evaporation From Heat
Pipe Wicks With Water and Acetone
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Heat transfer for pool bolling with fluxes in the range of 5 X [02 to 5 X [0 2 hr)
and the assoctated excess of wall over saturation temperatures are presented, primarily
for atmospheric pressure, for vertical tubes in water, ethanol, and acotone. bare or
wrapped with screen or felt metal. For the wrapped tubes, this performance is given also
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for evaporation into swrrounding saturated capor with the liguid being supplied by the
wick; this Is the significant mode in respect to heat pipe applications. For this mode
maximum evcaporation rates are also Indicated and it is shown that this maximum can
be rationalized either in terms of a particlly full wick with conduction transfer to the
evaporation surface or in terms of a full wick with vapor holes originating ot nucleation

sites on the tube surface.

Introduction

The two important aspects of evaporation from wicks that are

related to heat pipe design are the relation between the excess of

wall over saturation temperature as a function of the evaporation
rate, and the maximum evaporation attainable within the capil-
lary pumping limits of the wick. Because of the possible relation
between evaporation from a wick bounded by the vapor of the
evaporating liquid and boiling under conditions of submergence
in saturated liquid. it is appropriate also to examine the wicks
under the latter condition, and to determine as well the boiling
performance of the tube upon which the wick is wound.

Results of this type for stainless steel wicks wound on copper
tubes have been given by Seban and Abhat [1]? and the contin-
uation of that work has led to a more comprehensive specification
by Abhat [2]. It is the purpose of this paper to summarize these
latter results, which involve screen and felt metal wicks: to dem-
onstrate the boiling performance of the bare tubes, and of the
wicks submerged, and the evaporation performance of the wick
surrounded by saturated vapor, including the maximum evapora-
tion rate attained under the latter conditions. The fluids used
were distilled water and commercially pure methanol and ace-
tone.

Apparatus

The apparatus, shown in Fig. 1, consists of a glass enclosure
holding a pool of liquid, the liquid temperature heing maintained
by immersion heaters in the bottom of the pool. A hollow vertical
tube, 0.67 in. in diameter, with 0.09 in. wall thickness, extends
downward from the top of the container, and this tube is subdi-

1 Presently at Institute fur Kernenergetic, Stuttgart, West Germany.

2 Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication in the JOUR-
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Division, November 14, 1973. Paper No. 74-HT-IL
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vided into a top, stainless steel section, a 1.25 in. long copper sec-
tion, and a long lower stainless steel tube. The copper section, the
evaporator, is fitted with an internal heater of Kanthal wire
wound on ceramic, and three thermocouples (located at 0.187,
0.625, and 1.062 in. below the top of the copper) are fitted into its
wall. The heater is inserted into this test section through the hol-
low top stainless steel section, the walls of which are grooved at
90 deg intervals to carry the leads of the three thermocouples
from the copper tube, and one additional thermocouple is fixed in
this stainless tuhe near its joint with the copper tube.

Fig. 1 indicates also the other apparatus associated with the
system, the operation of which involved initial heating of the pool
fluid, degassing by reducing the system pressure. reattainment of
saturated conditions, and energization of the evaporator heater in
the tube. When operated for evaporation to surrounding vapor,
the tube was first completely immersed and then the pool was
fowered to the desired level.

The essential data were obtained {rom the electrical input and
the response of the three tube thermocouples, compared to that of
thermocouples in the liquid and vapor regions. The average of the
three thermocouples, Tw, was used as the temperature of the cop-
per evaporation section and the input to the heater was charged
directly to the evaporation, thus ignoring the losses to the top
stainless steel tube and to conduction in the heater connecting
wires. These losses. estimated to be about 6 per cent of the input,
were subtracted from the heat rates given in reference |1}, but are
included in them here.

Wicks

Table 1 contains dimensional data on the stainless steel and
phosphor bronze screen and nickel felt metal wicks for which re-
sults are reported herein, and all of these were held onto the tube
by stainless steel wire ties spaced at .25 in. on the heater section
and 0.37 in. on the lower (adiabatic) tube. The top of the wick
was even with the top of the copper section of the tube and the
first tie was 0.03 in. below that point.
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Fig. 1 Tube, wick, and test enclosure: 1 = heater and evaporator sec-
tion; 2 = upper section, SS tube; 3 = lower section 8§ tube; 4 = ther-
mocouple wire grooves; 5 = heater electrical leads, 6 = water cooled

condenser; 7 = manometer and aspirator conneclions; 8 = vent; § =
pool heaters; 10 = connection to reservoir; 11 = Wick: Ty, T3 Ty =
thermocouples in copper evaporator section

Wicks were cleaned by repeated washing with water and ace-
tone in an ultrasonic cleaner prior to installation on the tube, and
cleaned by rinsing after being wound on the tube.

Operation with water over a long period produced a fine white
deposit on the wick in the area near the top of the copper tube,
which deposit became apparent upon removal of the wick from
the tube. This occurrence was noted in reference [1] and while its
severity subsequentially was reduced, its existence was not elimi-
nated by revisions which minimized the use of soft solder in the
assembly of the tube and by changes which eliminated soft solder
in the remainder of the system. In a related adjustment, the cop-
per evaporator section of one of the tubes contained a sputtered
film of stainless steel on its copper surface, so that the entire tube
surface was then stainless. But even with this tube a slight sedi-
mentation occurred. The sedimentation, however, never produced
any discernible effect on the data; this could be because the wicks
were discarded upon suspicion of this occurrence.

Capillarity and Permeability

The wicks that were used, or similar wicks, were tested for cap-
illary rise, I, by immersing the end of the wick into a pool, and
for fall, by complete immersion followed by withdrawal and ob-
servation of the resulting equilibrium height, {», attained thereaf-
ter. Observations were made at room temperature, in circum-
stances which minimized evaporation, by touching the outside of

acidified fluid. These observed heights are contained in Table 1.

Some attempts were made to deduce the permeability from
temporal observation of the dynamic rise ot the liquid in the wick
but these led partly anomalous results, probably due to the de-
pendence of wetting angle on the rise velocity,

Boiling From the Tube Submerged in Water

Operation at atmospheric pressure with a bare tube, with pool
water level at the top of the heater section, provided the results
that are shown in Fig. 2. The results that are shown for the lowest
fluxes indicate values of the ditference between average wall and
saturation temperature, Thyw-Tx, much below those {curve F1) as-
sociated with free convection from a vertical cylinder having the
height of the evaporator section. This difference is at least partly
attributable to the circulation induced by beiling from the pool
heaters, which created a substantial velocity, and hence forced
convection, over the heated section of the tube.

The first appearance of bubbles evolving from the heated tube
is indicated by shaded points on Fig. 2. As the number of nuclea-
tion sites increased, the conductance did also, and for ¢ > 1.6 x
10* Btu/ft? hr (5.05 X 10* w/m?) all the data are indicated by
line V1, in proximity to the Rohsenow prediction, R1 (C' = 0.013),
even though one of the tubes, designated as SS, had a sputtered
stainless steel rather than a copper surface.

At a pressure of 6 in. Hg the performance begins nearer to the
expected free convection behavior given by curve F2, because at
the lower operating temperature the heat input, and thus the
general circulation due to the pool heaters, was much reduced.
After nucleation begins, the performance approaches curve N2,
which however is substantially above the Rohsenow prediction,
R2, for the lower pressure.

The point of first bubbles for the lower pressure is predictable
from the similar point at one atmosphere in terms of the in-
creased surface tension and the equilibrium bubble model.

Boiling From the Tube Submerged in Acetone

The data for the boiling of acetone at atmospheric pressure,
shown in Fig. 3, also began far above the prediction for free con-
vection, 3. This is anomalous compared to the results for water,
because at the lower temperature prevailing for alcohol the input
to the pool heaters was low, and the expectation would be for the
kind of correspondence achieved with water at 6 in. Hg, for which
the saturation temperature was 141 deg F. Nucleation first occurs
at the shaded points, and thereafter the performance is given by
curve N3. It is close to the result given by Kutadeladze (31,3 indi-
cated by curve K3. This is considerably above the prediction, R3,
of Rohsenow with (" = 0.003.

Despite the reduction in surface tension, nucleation with ace-
tone begins at an excess temperature substantially above, rather
than below, that found for water.

At a pressure of 8 in. Hg, the performance is closer to, but still
in excess of that associated with free convection—curve F4, Nu-
cleation begins at a larger temperature difference than it does at
one atmosphere, and this excess is predictable in terms of the in-
crease in surface tension. As the nucleation increases the perfor-

Sp.361

the wick with litmus paper to detect locations wet with slightly
Nomenclature

d = outside diameter of tube (inside di- N = nucleation sites per unit area; N¢ perature; T saturation tempera-
ameter of wick) sites on the entire heater surface ture

¢ = gravity acceleration (} = heat release by heater, G~ estimated V = liquid velocity in the wick

. release per nucleation site 5 = wick thickness

k = thermal conductivity g = heat flux, heat release divided by § = tting |

K = wick permeability outside area of the heater section T wettng ang;& o

[ = vertical height from pool surface to r = radius; re equivalent radius of a wick A= létent-heato Yapérlzatlon
top of heater; [y, heater length; pore, ro equivalent radius of a u = viscosity; uy, liquid; v, vapor
ls, lp, capillary rise and holdup vapor hole p = density; p,, liquid; pv, vapor
height T = temperature, 7, average wall tem- ¢ = surface tension
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Table 1 Wick geometry and capillary performance

. (;lflth Wire dia. ‘(Hr"
Meta?‘irlj.esh Turns T“:f:?fis (0i1s)
S5 150 4 §.2 3.0 17
§88 325 4 3.1 1.4 12
sS 325 1 3.1 1.4 35
PB 325 ) 3.1 1.4 1
Ni Felt Metal 1 {80% porosity) 25

10’ : T
Bl & COPPER ' g
B 0 COPPER N
v 35S ; Dl .
Y ~Had .
| hY
564

Btu/hr 12

q .

— : I S R
| i e
4 | ; L i
! 2 4 &6 810 20 40 60 100
Te-Tg °F

Fig. 2 Water boiling on the evaporator tube. Resuits are shown for
three different tubes at atmospheric pressure. For one of the tubes re-
sults are shown for a pressure of 6 in. of mercury, these points beginning
on line F2 and ending on line A;. Ordinate values multiplied by 3.16 give
the fiux in w/(m)Z2. Shaded points indicate first visible nucleation.

mance tends to curve V4.

The performance shown in Fig. 3 was found to be the same with
ethanol, as expected because of the similarity of the pertinent
physical properties for the two fluids.

Boiling From Wicks Submerged in Water

Fig. 4 shows the results for the boiling from a number of wicks
submerged in water at atmospheric pressure. The performance at
a low heat input is close to the curve FE1 established by the bare
tube results. Nucleation, indicated by the shaded points, occurs
at much smaller temperature differences and makes the points
rise above curve FE1. At the large fluxes, the points tend toward
line N1, though for the S5-350 mesh wick, and for some other
tested, there is a tendency to fall below curve N1 at fluxes above
2 x 10* Btu/(ft? hr). Curve Bl is established by the results that
are shown on this figure and by similar results for other wicks.
Except for the results that are shown for the PB 325-4 mesh wick,
this curve correlates the other results within %20 percent. At ¢ =
4.8 x 10%, the wall temperatures for the S5 325-11 wick showed a
gradual increase, which progressed to 100 deg F, the limit of safe
heater operation. With this thicker wick, either the radial inflow
of water or the discharge of vapor could no longer be accommodated
by the available capillary forces.

One set of results, for a 150 mesh wick, is shown for the lower
pressure of 6 in. Hg. At low fluxes these are in general correspon-
dence with the similar bare tube performance that is specified by
curve FE2 from Fig. 2, and at high fluxes these results exceed
curve N2 of Fig. 2 in the way some of the atmospheric pressure
data exceeds curve N1.

Observations of the number of bubble sites, N, over the whole
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Fig. 3 Acefone boiling on the evaporator tube

heated section were made for some of the wicks, and Table 2 con-
tains these numbers as a function of the heat flux. Such observa-
tions were not made repeatedly, but general observations indicat-
ed their qualitative reproducibility. If a wick conductance is esti-
mated from the data for the lowest heat rates, then the excess of
the flux indicated on Fig. 4 over that for pure conduction through
the wick (which would be approximated by a 45 deg line drawn
through the points at the lowest flux) is attributable to nuclea-
tion occurring on the surface of the tube. This difference, divided
by the number of sites. is denoted by () in Table 2. It is of the
order of 1 w per site.

Boiling From Wicks Submerged in Acetone and
Ethanol

Contrary to the experience with water, these wicks when sub-
merged in ethanol and in acetone produced results, shown on Fig.
5, that are substantially different from those found for the bare
tube as shown on Fig. 3 where they were characterized by the
curves FE3 and N3.

Fig. 5 shows by the shaded point that nucleation occurred at
the lowest heat input for the 150 mesh screen, and ali of the re-
sults, up to ¢ = 1.5 X 104, can be approximated by the curve B3
established by this figure. At higher fluxes, the results for this
screen are below this curve and the curve N3 that indicates the
bare pipe performance at high fluxes.

The felt metal wick begins similarly, gives the highest heat
transfer coefficient, and at the highest flux that was measured
gives a performance typical of curve N3.

The other wicks initiated their performance near curve F3 and
did not attain substantial nucleation until a flux of about 3000.
At higher fluxes, the 325 mesh phosphor bronze wick gave a per-
formance typified by curve B3. The 325 mesh four layer stainless
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Fig. 4 Water boiling on the tube covered with a wick. The figure estab-
lishes Line B1. Other lines from Fig. 2. The “plus” points originating at
FE2 are for the §§ 150-4 wick at 6 in. mercury pressure, all other data
at atmospheric pressure. Shaded points indicate first nucleation; an
arrow is used for the plus points. Arrows at high fluxes indicale a pro-
gressive rise in temperature after the indicated point.

steel wick gave the diminished performance indicated by curve
B4, and the similar eleven layer wick produced the further dimin-
ished performance indicated by curve BS. Thus, all the stainless
wicks exhibited a diminished performance, the 325 mesh wicks in
proportion to their thickness.

Observations of nucleation were made for some of the wicks,
and for three of those shown on Fig. 5 the nucleation results eval-
uated as already mentioned for water are given on Table 2. Be-
vond the highest heat rates that are shown there the number of
bubble sites was s0 large as to be uncountable. Comparison with
the results for water that are contained in Table 2 shows the
presence of a greater number of sites at a given rate; at ¢ ~ 10%,
for the 55-325-11 wick, there were 40 with water and more than
130 with acetone.

Evaporation From Wicks Into Water Vapor

With the liquid level below the bottom of the evaporation sec-
tion, vaporization takes place from the liquid in the wick to the
saturated vapor surrounding it, with the liquid being supplied
from the pool by the capillary suction produced by the wick. This
is the mode of operation characteristic of the heat pipe. It is ter-
minated by the heat rate corresponding to the limiting liquid
supply rate, and this maximum heat rate is discussed in a fol-
lowing section, while this one considers rates below this maxi-
mum. With this mode of operation, of course, nucleation could no
longer be observed. All that could be seen, with the 150 mesh

8o Ethanol Lo /'\_13; s
o Acetone :
> 8! Acetone i 1 ///8‘3 L
v Acetone i s
4 o Acetone Y A /§4
5
0%
8
o ()
&
a5} e
o 2| v
N |
10° , - ;
sl I S V20 Fs i S S
) i A L F3- ;
RS oo + e e o 1 . +
ke FE 3 ! j S R
4 i ] H ! I I Ll
| 2 4 6 BI0 20 40 60 100
Tw~TS,°F

Fig. 5 Ethanol and acetone boiling on the tube covered with a wick. All
results are for atmospheric pressure.

wick and with the felt metal wick, was a mist of liquid issuing
from the wick surface at high heat rates (¢ > 2 X 10%). This was
not seen with the 325 mesh wick.

Fig. 6 shows the performance of a number of wicks at various
pool depths in comparison to the curve Bl established by the
submerged performance that is shown on Fig. 4, to indicate that
the behavior with evaporation into vapor tends to be of the same
order as it is when the wick is submerged.

The results for the lowest heat rates are used to establish an
apparent conductivity, k4, shown in Table 1, on the assumption
that at this input the wick is completely tull of liquid, with evap-
oration taking place only from the surface. Table 1 also contains
the apparent conductivity, k., which would be realized from a se-
ries arrangement of the water within and the metal of the wick.
The observed values are closer to kg, than to an apparent coeffi-
cient for a parallel arrangement, but the apparent values are
themselves questionable because it is not certain that there was
absolutely no nucleation even at the lowest heat inputs, where
perforce the accuracy of measurement was also poor.

A continuation to higher heat rates of such conduction through
the entire wick thickness would produce on Fig. 6 a 45 deg line
beyond the first operating point. This is far below actuality, so
that either the liquid must retreat into the wick or nucleation
must take place locally within the wick, with evolution of vapor
streams through the otherwise full wick. The latter view is in
closer correspondence with the performance that established
curve Bl, for when submerged, the wick should have been full
and most of the transfer that then occurred was probably due to
nucleation that occurred at the tube surface, with evolution of the
vapor through “holes” in the liquid-metal matrix of the wick.

Table 2 Number of nucleation sites on evaporation

55 325-4 (2 55 325-11 Felt Metal
tgy = 177 K= 3.7 0007002 a2 177 K=3.7x 10710 fgy = 1.9 K= 4.1 %1070
e(in)  Qwatts) —; ry (mit) ¢ q : v, 2 q Qw "
3.2 128 26 5.8 3.2 208 0.0 7.0 3.2 20
4.0 108 2% 5.3 14 0.10 a5 44 RERY
5.2 a2 3 6.5 17 01 9.0 65 3.4 23
6.0 7 34 9.2 7.5 2.2 38
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Fig. 6 Evaporation of water in the wick to its vapor. All data are for at-
mospheric pressure. Values of / vary from 1.5 to 4 in.
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Fig. 7 Evaporation of ethanol and of acetone in the wick to the vapor.
All data are for atmospheric pressure. The value of f was 1.5 in.

Evaporation From Wicks Into Ethanol and Acetone
Vapor

When operated with ethanol or acetone, the correspondence be-
tween submerged and “evaporation” performance that was exhib-
ited for water essentially was eliminated, and any similarity was
lost completely for heat fluxes over 2000 to 3000 Btu/ft2 hr.

Fig. 7 shows by results for a pool depth of 1.5 in. (0.25 in. below
the heater), that at the lowest fluxes the results are in some cor-
respondence with curve B3 and they are not far from curve FE3,
the conductances at the lowest {luxes being slightly higher than
they were when the wick was immersed. Apparent thermal con-
ductivities obtained from these results on the assumption of a full
wick are contained in Table 1. These are greater than implied by
a series model but they are substantially less than would be indi-
cated for a parallel arrangement.

An increase of the heat input to a still low value of approxi-
mately 10 watts produced results near curve £3 but at this point
instability developed, with a slow increase in the temperature dif-
ference, until stable operation was again achieved at a tempera-

Journal of Heat Transfer

ture difference of about 30 deg F. Higher heat inputs vielded fur-
ther stable operation at conductances about %5 of those indicated
by curve B3, up to the 100 deg F temperature difference which
was the safe operating limit of the apparatus. There is evidence
from the behavior of the three temperatures measured on the sur-
face of the evaporator section that the slow rise in temperature at
an input of about 10 w was due to a gradual fall of the level of the
liguid in the wick, and that the stable conditions found at the
larger temperature differences involved an almost completely dry
wick. with most of the heater input being conducted downward
into the stainless steel portion of the tube, where the heat trans-
fer from the liguid in the wick then occurred from the short
length of exposed wick on the adiabatic section or within the pool
itself.

Maximum Evaporation Rate With Water

At a certain heat input. for every pool depth, there occurs a de-
parture from the performance illustrated for water on Fig. 6, the
departures involving a slow increase of the evaporator tempera-
ture, particularly at the top of the evaporator. If this increase was
less than 1 deg F/hr, the performance was assessed as steady and
that performance was included on Fig. 6, but if the increase was
greater than this the maximum evaporation rate was considered
to have been achieved. Clearly this slow variation. appraised
against other slow temperature changes which occurred in the
system, made difficult the evaluation of the maximum evapora-
tion rate, and the quoted values thereot should be reduced sub-
stantially for a guarantee of indefinite steady operation of the
system.

Fig. 8 contains these maximum evaporation rates, as found for
various wicks, as a function of the distance, [, from the top of the
wick to the surface of the pool.

This maximum rate is a hydrodvnamic limitation, resulting
from a balance between the capillary forces and those involved
with the elevation of the fluid above the pool and the pressure
drops associated with the fluid flow. Because of the general con-
cern with the prediction of the maximum evaporation rate, the
analysis has been repeated often, essentially as outlined below,
but with variations on the assumptions, particularly in respect to

200
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Fig. 8 Maximum evaporation rates for water
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Table 3
§5-05325-11 water $5-325-11 acetone
ax 0w 0 ax 0’ W g, qx 16

watts watts

1.5 1 i .67 4 - 2.90
2.56 5 76 173 0 - I
5.02 15 .86 86 45 .33 7.80
8.3 PO 5.2 35 .26 12.40
o FEE 9.7 130 .26
15.3 50 zaot e
20.6 70 L%
2.4 85 1.00
38.4 120 1.14

the fluid flow in the evaporation section.

The capillary suction that is produced is (20cos #)/r., when # is
the wetting angle and r, is the equivalent radius of the wetted
aperture in the wick. Taking (20cos #)/r. = pglsy. where Iy is the
effective suction height, as associated with [, or I of Table 1; this
suction balances:

fa) the pressure due to elevation of the liquid above the pool,
p;,f{,
tb) The frictional pressure drop in the adiabatic section. pre-
surned to be full, with a uniform velocity distribution.
Hr @
— ] A.]
K Gasyopy ¢ 1W)
(¢) The friction resistance in the wick
Lo
py 1 ptw [y
e Velxdy
K & ‘/u T ’

Here K is the permeability of the wick, X is the latent heat of va-
porization and ¢ is the thickness ot the liquid layer in the wick.
For a fully saturated wick & = 4y, and for constant heat tlow and
unidimensional fluid flow, term (*‘c”’) then becomes (u;/K)(¢/
oML/ mdbw 1 /2), but it was found in early investigations of the
maximum evaporation rate that the balance made with this form
of term (¢} overpredicted the maximum evaporation rate. Chun
[4] showed that 4 < éw vielded an improved prediction for screen
wicks, with ¢ equal to one or two layer thicknesses. Goluba [5] did
this too, but also postulated a velocity nonuniform in y. and
found for felt metal that 6/éw of the order of 1/6 rationalized his
data. Roberts [6] also took § < sw, but nonuniform in x. Consid-
ering all these variations, the contribution of term (¢) can be
made to cover a considerable range of pressure drops for the same
flow rate.

In addition to the foregoing pressure drops, there may be an
additional pressure drop due to vapor flow in the wick. For an un-
saturated wick with a homogeneous liguid layer of the thickness,
4, the vapor pressure drop for flow through the distance (6w — 6)
is negligibly small compared to terms a, b, and, ¢ in the forego-
ing, but if there are vapor holes through the liquid layer due to
nucleation at rate @~ at the surface of the evaporator tube then
the vapor pressure drop through such a hole, of radius rp, would
be the possibly signiticant amount:

(d) <%‘i>(1 /v gl)

@~ /(peA)s where subscript v denotes vapor properties.

Taking all these pressure drops into account, and adjusting the
veloeity in term f¢) by the factor (1 — Nure?)~! to account for
the presence of N such holes per unit area, gives the balance

Hp & [ y

0, ol £ ol + e —
Prafsy = 0ol > = e Got!

Hy 1 Qy

-+ K ol Ex))@ (1)

4
+ ZH("(%X/ (

Here the vapor pressure drop is taken for a hole right at the top
of the wick, the pressure drop for holes at lower levels would be
accommodated by the greater liquid pressures at those locations.

If in equation (1), 6 = 6w and N = 0 then there is obtained the
most elementary result,
B @ Ly
K 7dé{p )

Prelsy=poppgl +
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Maximum evaporation rates and deductions

ethanol Pg 325-4 acetone 35 150-4  ethanol
‘ 1 x Hy T ax 3877 My 0
s 53 S83 16 .87 3 0.1
A 3 1.7 28 .2 25 0.3
99 33 3.58 60 2z 2.1 45 9.36
vt .8 B 0.4

which may still apply at [ > (l4/2) even if 6 = suw and N = 0 be-
cause then the pressure drop in the adiabatic section may domi-
nate that in the evaporation section of the wick. Equation (2} can
be rearranged to

Ly
_ !gﬁ(lg‘i\ﬁ&{g_ﬁ_;,%\ - 1] (3)
pre o, s
2

so that a plot of & as a function of (I = l;/2)~? should be linear
and lsy and K could be deduced from the slope and intercept.
The inset of Fig. 8 shows this representation and indicates that
for the 325-4 wick there is.reasonable correspondence with linear
variation at large { Table 3 contains luy and K deduced in this
way and the magnitude of lsy is of the order of the hold up
heights indicated in Table 1. This was the only 325 mesh wick for
which sufficient points were obtained a large [, so this K and Iy
were used for all of the 325 mesh wicks. The values of {5y and K
for the 150 mesh wicks, indicated in Table 3 were obtained from a
similar plot.

For the major region in which § is not given by equation (3)
the values of K and [y deduced from it for large values of {
could, in principle, be used in equation (1) to determine the re-
maining terms. But the data are not accurate enough to enable
the determination of 6/6w, N. @x~, and ro from the simultaneous
solution of equation (1) for four different values of {, so that only the
aggregate of the terms /2 [(6w /8)(1/(1-Nrro?))—1] + (/)
(1/7ro? WQ~ /(peA))é can be evaluated. Then a value of 6/6y can be
evaluated for @~ = 0 or with § = dw a value of ro can be deduced
from the values of (Jx given in Table 2.

For the first assumption, N = 0, the resulting values of §/éw
that are indicated in Table 3 are much less than unity, like those
of other investigators, but the values are erratic because of exper-
imental uncertainty in the determination of §. For the SS-325-4
wick &/dw i3 %3 or less, and for the SS-325-11 wick about Yo, so
that in both cases the effective liquid layer thickness is about one
screen layer. This in turn raises serious questions about the use of
the permeability, K, which was deduced for conditions of a domi-
nant pressure drop in the presumably full adiabatic section. The
felt metal wick gives §/6w as small as %, similar to the % used by
Goluba [5] for a stainless steel felt metal wick. In a contradictory
result, Corman and Walmet [7] indicate agreement with N = 0,
bw = &, using a higher permeability (7.1 X 10-19), for wicks just
like the felt metal wick with thicknesses up to 40 mils, though for
higher 6w than this those results indicate 6 < 6.

Conversely, it can be assumed that § = 6w, with Nare?2 <« 1
@~ can be taken as about 1 w, and the value of ry evaluated. The
consequence, shown on Table 3, is of the order of rp = 6 mils (or
about 2 mesh widths). With N = 75 sites on the screen this gives
Nrro? = 4 X 1073, small enough to be neglected. This shows that
the vapor holes, even if of appreciable diameter, can produce a
vapor pressure drop like that needed to produce the observed
maximum evaporation even if § = .

Possibility of a Maximum Rate With Alcohoel and
Acetone

The results for acetone and alcohol are not amenable to the
foregoing analysis because the limitation shown on Fig. 7 near ¢
= 2 X 103 Btu/(ft? hr) was observed also with pool depths greater

than 1.5 in. If, despite this, equation (3) is applied for this depth
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for a heat input of about 10 w, and if lsy is taken as the rise
height of 4 in. rather than a larger hold up height, than the
values of 6/0w indicated for N = 0 are 0.18 for the four layer 325
mesh wick and 0.08 for the 11 layer wick. These values are of the
order indicated in Table 3 for water, but their specification in
terms ol the rise height implies that some failure of capillarity
may be the true cause of the limited maximum rate.

If the wick is taken to be full, § = 6w, with holes through the
liquid, the retention of the value 65y = 4 in. and the choice of Qv
to be of the order of 1 w (indicated by the difference between the
points below and above curve FE3 on Fig. 5 and the nucleation
site counts on Table 2) vields from equation (1) for the 325-4 wick
a value of ro about the same magnitude as indicated for water.
Thus, as for water, the hole concept could account for the limita-
tion on evaporation as well as does the one of reduced liquid layer
thickness in the wick.

Summary

With water, up to heat fluxes of 5 x 10% Btu/ft? hr, the magni-
tude of the heat transfer coefficient, q/(T, — T,), is of the same
magnitude for the screen or felt metal wrapped tube as for the
bare tube. Thus the nucleation that occurs with the wrapped
tube must originate at or near the tube surface. The performance
with evaporation from the wick to surrounding vapor is also simi-
lar to that in the submerged condition, so that it can be implied

that the same kind of nucleation persists, though in this mode of

operation the performance could also be rationalized by the as-
sumption of a retreat of the liquid surface into the wick. Both
views can also partially rationalize the observed maximum evap-
oration rates in terms of an increased flow resistance in the evap-

Journal of Heat Transfer

oration section of the wick, one by an increased liquid flow resis-
tance due to a liquid laver thinner than the wick and the other by
vapor flow resistance in holes connecting the nucleation sites at
the tube surface with the exterior of the wick.

With alcohol and ethanol, the presence of the wick does make a
difference in the submerged performance. Thicker screen wicks
give poorer performance while the thick felt metal gives about the
same performance as does the bare tube. But with evaporation
into surrounding vapor the performance is similar to that when
immersed only at the lowest heat rates. This performance termi-
nates at a low input and the conductance at higher inputs is very
much lower. This failure in wick performance can be associated
weakly with a maximum evaporation rate if the capillary suction
is appraised from the observed values of static rise but its true
nature remains indecisive; it may be as much due to a failure of
capillary suction as to the fluid friction in the wick.
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Y. Winograd

Experémenta! Study 0‘? Turbulent '
Flow in 2 Tube With Wall Suction

The effect of wall suction on the turbulent flow of air in a porous tube has been studied.
Measurements of the radial distribution of the turbulent velocity fluctuations were 0b-
tained over a range of Reynolds numbers from 104 to 2 X 105. Various suction rates were
employed, for both local suction over a short length of tube and continuous suction over
various lengths. The results obtained for local suction (step reduction in Reynolds num-
ber) show that approximately 40 dia are required for the turbulent velocity fluctuations
to reach flow equilibrium at the lower downstream value of the Reynolds number. The
results for the case of continuous suction show that after a short suction length, there is
-l an apparent increase in the turbulence level compared with that found at the same Rey-
;‘: nolds number with no suction. This appears to be due to the greater turbulence level
4 which exists at the higher (presuction) Reynolds number. Longer suction lengths, above
40 dia, always result in a decrease in the turbulence level compared with turbulent flow
with no suction at the same Reynolds number. The present results suggest that simple
mixing-length models, incorporating local flow parameters, may be inadequate to de-
scribe the turbulent momentum transport in a tube with surface suction. Certainly, the
existing mixing-length models should be re-examined in the light of this new experimen-
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Technion-Israel Institute of Technology,
Haifa, Israel

tal data.

Introduction

It is known that the withdrawal of fluid through the flow
boundary (surface suction) had a marked effect on the turbulent
transport of heat, mass, and momentum. For external flows, this
effect has been studied thoroughly, both analytically and experi-
mentally [1-4],1 and it is well established that the suction has a
laminarizing effect. Less work has been done for tube flow, and
contradicting results are reported in the literature. Kinney and
Sparrow [5] approached the problem analytically and developed a
model for the prediction of the flow field from basic equations. In
their analysis, they used the usual mixing length relation with a
Van Driest damping factor (6] modified for wall suction, and the
model predicts that the turbulence level (i.e., mixing length), at a
fixed distance from the wall, should increase with suction. A simi-
lar analytical model, but with different modification of the Van
Driest damping factor, was presented by Merkine, Solan, and
Winograd [7]. Similar mean axial velocity profiles and pressure
drops are predicted by the two models. However, in contradiction
to the model of Kinney and Sparrow, the model of Merkine, et
al,, predicts a decrease of the turbulence level (i.e., mixing
length) with suction. Both analytical approaches assume local
similarity in the velocity profiles.

The results of the few experiments that are reported in the lit-
erature are also in contradiction. Weissberg and Berman [8, 9]

* Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer
Division, August 24, 1973. Paper No. 74-HT-BB.
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measured the velocity field and pressure drop in tube flow with
suction, and observed that the turbulence levels over the entire
cross section are lowered by suction. The suction length varied in
their experiments from 25 to 70 dia. Aurille [10] measured veloci-
ty profiles and pressure drops in turbulent pipe flow subjected to
uniform suction and also concluded that the turbulence level is
lowered by suction. Recently, Aggarwal, et al. [11] measured pres-
sure gradients, temporal mean axial velocity profiles, and the tur-
bulent velocity fluctuations over a wide range of Reynolds num-
bers and ratios of the transverse (“suction”) velocity to mean
axial velocity. Unlike the experimental results of the previous in-
vestigators, it is reported in [11] that the turbulence level was
found to increase with suction. The maximum suction length in
those experiments was less than 10 dia.

While the contradiction between the predictions of [5, 7] results
from the different modifications of the Van Driest damping factor
introduced in the models, the disagreement between the experi-
mental results is obviously due to some difference in the experi-
mental conditions. Therefore, the present work was undertaken in
order to better understand the reasons for the contradiction be-
tween the reported experimental results and to find sound experi-
mental evidence in support of one of the analytical models.”

The Experimental System

The experimental setup, shown schematically in Fig. 1, was
constructed so that the suction length could be varied from 0 to
90 dia. In this way, the flow conditions of both [8, 11] could be re-
produced. Air from the main blower was delivered through fine
mesh screens and a calming chamber into a 0.060m dia and 5.4m
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velocity averaged over the cross section, @,,) between 0 to 0.02.
"The:suction was provided by an auxiliary suction blower through

"'a-suction header which was connected through flow meters and
‘gate valves to eighteen suction:chambers which surround the po-

rous: tube (see Fig. 1). Each suction chamber was isolated from )

- the others so that the flow rate through each, and correspondingly

the average suction' velocity through the 0.30m long porous tube

" section which it surrounds, could be controlled and measured in-

dependently by means of the gate valve and flow meter.connect-

- ing it to the suction header.

‘Measurements of the mean axial ve1001ty and the turbulent ve-

~locity fluctuations were taken with a DISA:55D01 constant tem-

i+ perature anemometer with 5 percent accuracy. A hot wire probe,
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Fig. 2 ﬁfiect of downstream tube-length on the mean velocity and tur-
bulem -Vélocity-fluctuations {ollowmg Iocal suction: low Reynolds number
case

long porous tube. The porous tube was composed of six polyethyl-
ene sections, each 0.9m long, supplied by Bel Art, Tnc., New Jer-
sey. The pore size of the tube’s -wall was 60y, and its relative
roughness, ¢/D, was 0.0115. The permeability of the tube was
checked in the azimuthal, and longitudinal directions and was
found to be uniform. The ends of ‘each section were machined in
-order to reduce the .discontinuity in the joints to less than the
roughness size. The test section was leveled with the aid of a
theodolite and its alignment was checked by means of a laser
beam.

Eighteen static pressure taps, at equal distances, were provided
along the tube. The inlet Reynolds number could be varied be-
tween 10% to 2 X 10% and suction rates, « (the ratio of the
transverse velocity at the wall, vy, to the temporal mean axial

Nomenclature

" 'DISA type 55A22, was used for axial velocity-fluctuation mea-
" surements, and an X-probe made on special order by Thermo-

Systems Inc., was used for the transverse velocity fluctuations.

- The probeés were calibrated before and checked after each run in a

TSI:1125C calibrator. A micrometric stage with 0.0lmm accuracy
allowed for radial traverse of the exit plane of the porous tube.

In order to test the equipment, two sets of preliminary experi-
ments were carried out. The first set was performed in a smooth
(nonporous) tube and the results of the measurements were ¢om-
pared and found to be in agreement with those of Laufer [12]. The
second set of experiments was carried out in the porous tube but
with- no suction applied. This set was a basis for comparlson to

‘the data of the experiments with suction.

Experimental Re‘s’ults , :
" Results With Local Suction. In the first set of experiments,
the flow was subjected to local suction’ by withdrawing fluid
through one chamer only (5 dia in length). Measurements were

" always made at the outlet ‘of the complete setup (that is at the

open end of the test section). The downstream mean axial veloci-

“ty profile and radial ‘distribution of the turbulent velocity-fluctu-
 ations were measured for varying upstream locations of the suc-
-tion site. This varied from z/D =

5 (the last chamber) to x/D =
60 (corresponding to suction from the first chamber). In this way
the length required for the flow to readjust from the higher up-
stream (presuction) Reynolds number to the lower downstream
Reynolds number could be determined.

Typical results are shown in Figs. 2 and 3. The radial distribu-
tion of the mean axial velocity shows that the effect of the local
suction is to-flatten the velocity profile over the central portion of
the flow. The adjustment is made within 10 to 15 dia from the be-
ginning of the suction site. For longer distances, the profile is in-
distinguishable from' the fully developed velocity profile at the
same (downstream) Reynolds number. However,. it is clear from
the radial distribution of the axial turbulent-velocity-fluctua-
tions, that the effect of the local suction extends much further
downstream than 15 dia. Only after 45 dia is the turbulence pro-
file the same as that for a turbulent flow with no suction but at
the same exit Reynolds number. The radial distribution at the
upstream Reynolds number is also shown in Figs. 2 and '3, and it
should be noted that at no point in the cross section is the rela-
tive turbulence increased by the suction.

The results of Fig. 2 are examined further in Fig. 4. Here, the

D = inside diameter’ of thé = @m = temporal mean axial veloc- v’ = radial turbulent velocity
© - poroustube = ‘ ity ~ averaged over the fluctuation
"P(w/+/u’®) = probability density - of cross section x = axial distance measured
T Wy ) e = temporal mean axial veloc-: from the beginning of the
Re = Reynolds ' number " [= "7 ity averaged over the exit suctionsite
, pttmD /] L ... Crosssection y = radial distance, measured
r = radius of the porous tube ’ u’ ="axial turbulent wvelocity from the wall
[=D/2) fluctuation . . o _
Um = temporal mean axial veloc. ~+u’? = RMS value of u’ c a = suctionratio [= vu/lm]
ity ' " vw = radial velocity at the wall ¢ = wall roughness size
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turbulence level in the center of the tube (y/r = 1) and near the
wall (y/r = 0.08) is plotted as a function of the distance from the
upstream end of the suction site. In the center of the tube, the
turbulence decays monotonously like (x/D)~1/2 from the high
Reynolds number level to the low Reynolds number level, much
like the decay of isotropic turbulence behind a grid. Near the wall
there is a sharp decrease in the turbulence followed by a slow ad-
justment to the far downstream level. Similar results were ob-
tained for the transverse turbulent-velocity-fluctuations.

Results With Continuous Suction. When. wall suction is .ap-
plied to a tube flow, the Reynolds number decreases continuously
along the tube length. This is unlike the situation in tube flow
without suction in which the Reynolds number is a constant.
With sufficiently large suction rates, flow conditions that might

be called “fully developed” (to which the analytical models of [5, .

7] apply) would never be realized because all the fluid is removed
through the wall before local flow equilibrium is established. In
the present set of experiments, entrance flows and suction rates
were selected such that the effect of the varying length of the con-
tinuous suction could be observed ‘at the exit of the tube for a
fixed exit Reynolds number (based on the temporal mean axial
velocity) which is maintained there. Approximately uniform suc-
tion ratios, «, were achieved by adjusting downward the flow rate
through each suction chamber (and thus vy) in proportion to the
change in the average axial velocity resulting from the suction.
Measurements were taken for varying exit Reynolds number (104
< Re < 7 X 10%) and suction ratios (0.001 < « < 0.018).

Typical results, for Re = 2.1 X 10% and suction ratios of o = 4
X 1073 and o = 2.69 X 1073, are shown in Fig. 5 and 6, respec-
tively. From these figures, it is clearly seen that after suction has
been applied along a sufficient length, a fully developed flow is
established in the sense that the normalized velocity distribution
is independent of the suction length required to achieve a given
exit Reynolds number. Just as for the results obtained with local
suction, the fully developed distribution of the tempbral‘mean
velocity is reached after about 10 dia. Also, it takes over 40 dia
for the distribution of the turbulent velocity-fluctuations-to be
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fully established. After suction has been applied over a short
length only (x/D < 10), the turbulence level in the center of the
tube is above that of the same Reynolds number but with no suc-°
tion. This is in accord with the findings reported by Aggarwal, et
al. [11]. However, as the suction length increases (x/D > 25), the
turbulence level decreases. This is in agreement with the observa-

_tion of Weissberg and Berman [8, 9] that turbulence level is low-
-ered by suction.

The results of Fig. 6 are replotted in Fig. 7, in the form of tur-
bulence level at the center of the tube and near the wall as a
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function of the suction length. The turbulence level at the up-
stream point (prior to where suction has been started) and at the
exit plane for the same Reynolds number but with no suction, are
also indicated in Fig. 7. The upstream turbulence (lower portion
of the figure) varies with x/D because the longer the suction
length, the higher the upstream Reynolds number must be in
order to maintain the same exit plane Reynolds number.

In the center of the tube, the turbulence level first increases to
a maximum and then decreases to a level below the turbulence at
the same Reynolds number but with no suction. At no point,
however, is the turbulence higher than its upstream value.

Near the wall, the turbulence decreases sharply immediately
after the suction has started. It then rises, never exceeding the
upstream level, and with continued suction it drops slowly to its
fully developed level.
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near the wall of the tube with no suction

Discussion and Conclusions

In varying the suction length continuously from 5 dia to 90 dia
the apparently contradicting results of Weissberg and Berman [8,
9], and Aggarwal, et al. [11] were found to be reproducible. Recall
that the results obtained for local suction show that the decay of
the turbulence level after a step reduction in the Reynolds num-
ber occurred over a length on the order of 40 dia. The length re-
quired for the establishment of a fully developed turbulent flow
with a continuous suction was found to be of the same order. This
suggests that the apparent increase in the turbulence level in the
center of the tube, which is observed after suction has been ap-
plied over a short length, results directly from the fact that the
turbulence there was generated at a higher upstream Reynolds
number.

The dependence of the turbulence in the center of the tube on
the suction length, which shows an increase to a maximum and
then decreases to the fully developed level, results from the com-
bined effects of the axial convection of turbulence generated at
higher upstream Reynolds number, together with the decay of the
turbulence as a result of the suction. The turbulence near the
wall exhibits a more complicated behavior which points to the ex-
istence of a third effect, the radial convection of turbulence from
the center (where it is lower) to the wall, a mechanism which
contributes to the sharp decrease in the turbulence near the wall
immediately after the start of suction.

To gain a better picture of the foregoing lateral transport mech-
anism, amplitude probability density measurements were taken
at the center of the tube and near the wall, with and without suc-
tion. The results, shown in Figs. 8 and 9, support the assumption
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that as a result of the suction, radial convection of turbulence
from the center to the wall contributes to the turbulence near the
wall. For flow with short suction (i.e., in the transition zone), the
amplitude probability density distribution near the wall is almost
the same as that in the center (Fig. 8), which is the same as the

distribution in the center of the tube with no suction. This is un-

like the well-known situation which is found when no‘suction is

applied (Fig. 9). In this latter instance, there is a distinct differ-

ence between the amplitude probability density distribution in
the center and near the wall.

In conclusion, the turbulence level in fully developed turbulent
flow with suction, to which the analytical models of [5, 7] apply,
seems to be lower than in the corresponding turbulent flow with
no suction. From the phenomenological point of view, this result is
in favour of the analytical model proposed by Merkin, et al. [7],
but basically the flow seems to be much more complex than origi-
nally thought, and the simple mixing length models fall way short
of describing the effect of suction on turbulent pipe flow. Much
more experimental work especially in the transition zone, is clear-
ly indicated.
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Mass Transfer Cooling of Laminar Flow
Between Parallel Porous Plates

The limiting temperature and mass concentration profiles and the imiting wall Nusselt
number are obtained for the laminar nonisothermal flow in a two-dimensional porous
channel. Results are reported for a uniform rate of injection at the wall of « foreign com-

ponent of higher thermal capacity than the fluid in the channel. An exact solution of the
diffusion equation is found while numerical and analvtic solutions of the energy equation
are discussed for small injection rates. It {s shown that the enthalpy transport resulting
from the diffusion process has an effect equivalent to increasing the Prandtl number. It
is also found that, for a given injection velocity at the wall, the imiting Nusselt number
is significantly reduced by the injection of a foreign component of high thermal capacity.

1 Introduction

In recent years a great deal of attention has been focussed upon
the use of transpiration cooling as a means of maintaining tolera-
ble surface temperatures within the flow of a hot fluid. This
method appears to have first been used to protect airfoil surfaces
in hypersonic flight. As a result, many authors have considered
the problem of mass transfer in laminar boundary layer flow over
a porous flat plate, and a comprehensive survey has been given
by Hartnett and Eckert {1].! It was also thought that these
boundary layer solutions might be applicable to transpiration
cooling problems associated with combustion chambers, rocket
motors, gas turbine blades, and nuclear reactor cooling systems.
However, since analytic and numerical solutions to the full Na-
vier-Stokes equations for the flow through a porous pipe and
through porous parallel plates have now been developed, it is pos-
sible to attempt solutions to the corresponding mass transfer
problems. In particular, the validity of results for flow through
porous channels and pipes based on the boundary layer assump-
tions can be tested.

The first attempt to solve the latter class of problems was
made by Yuan and Finkelstein [2] who investigated nonisother-
mal laminar flow through a porous pipe. They assumed that the
suction or injection at the wall was small and obtained the heat
transfer coefficient when the flow experienced a discontinuous
change in wall temperature. More recently, Kinney [3] extended
Yuan and Finkelstein’s results to discuss the fully developed skin
friction and heat transfer coefficients and Libby, Lui, and Wil-
liams {4] have given a detailed discussion of the pressure and fric-
tional characteristics in the entry length of a porous pipe with
isothermal mass transfer. Variable property solutions of the heat
and mass transfer problem in a circular pipe have been given by
Yuan and Peng [5, 6].

1 Numbers in brackets designate References at end of paper.
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Solutions to the heat and mass transfer problems for flow
through porous parallel plates have been given by Terrill {7] and
Terrill and Walker [8}. They considered a flow which experienced
a discontinuous change in wall temperature corresponding to the
solutions of Prins, Mulder, and Schenk [9] and Hatton and Tur-
ton [10] for impermeable plates. Raithby {11, 12] discusses the
thermal entrance and thermally developed regions for both the
porous circular pipe and porous parallel plate geometries. He con-
siders a wide range of wall suction Reynolds numbers and gives
solutions for both the constant wall temperature and constant
heat flux boundary conditions. All these results show that the
heat transfer coefficient at the wall decreases with increasing in-
jection and increases with increasing suction.

A variable property heat transfer solution for porous parallel
plates has been reported by Doughty and Perkins [13] who show
that the principal effect of property variation is to slightly in-
crease the Nusselt number above its constant property value. The
previous papers were all concerned with the injection of a like
fluid through the wall whereas the present paper determines, for
a fixed rate of injection, the effect upon the heat transfer coeffi-
cient when a foreign component of higher thermal capacity is in-
jected at the wall. The injection of a foreign component through
the wall gives rise to an additional equation, the diffusion equa-
tion, which must be solved together with the Navier-Stokes, con-
tinuity and energy equations. It also introduces an extra term
into the energy equation corresponding to the net transport of en-
thalpy within the system. Hartnett and Eckert [1] neglected this
term by assuming that the specific heats of the individual compo-
nents were not too different. The enthalpy transport term was
also neglected by Sparrow and Yu {14] in their consideration of
the fully developed temperature and mass fraction profiles for the
injection of a foreign component through the walls of a porous
parallel plate channel when the velocities of injection at the walls
are unequal. Papers in which the enthalpy transport term has
been included have usually been primarily concerned with vari-
able property solutions. For example, the paper by Yuan and
Peng (6] on pipe flow, the paper by Sparrow, Minkowycz, Eckert,
and Ibele [15]) on the effects of diffusion thermo and thermal dif-
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fusion in the variable property boundary layer and alsf) the paper
by Hurley [16] which dealt with the effects of injecting various
different fluids into a mainstream boundary layer flow. In the
present constant property analysis the enthalpy transport term
will be retained and it will be seen to be significant.

2 The Equations of Motion

A fluid, with constant properties, tlows between two porous
parallel plates. Take x and v to be the distances measured paral-
lel and perpendicular to the channel walls, respectively, and u
and ¢ to be the velocity components in the directions of x and v
increasing, respectively. Choose a nondimensional distance n =
v/h such that » = 0 is the center of the channel and n = %1 at
the walls. Berman {17] has shown that the equation of continuity
can be satisfied by

(1)

N rmy v = Vi),

where V is the constant velocity of suction at the wall and U is
the velocity of the fluid in the x direction at ¥ = 0. The Navier-
Stokes equations reduce to

A/»iv 4 R(f/f” "ff’//) -0 (2)
with boundary conditions
F(0) =0 £ =0
' (3)
My =1 /(1) =0,

where R = Vh/v is the suction Reynolds number. For small R, the
solution of (2) and (3) is given in [18], namely,

X 3 1. - . ;
) = (577 - 577‘5) £ R/280(-n" + 3n* - 2n) + O(R?).

It is worth noting that solution (4) is accurate for =7 < R < 7.

(4)

3 The Mass Transfer Problem
The injection of a foreign component into the fully developed

flow of the primary component begins at x = 0. Conservation of

mass gives rige to the diffusion equation

. i 52 9
dw adw . a9 w gew

(o= 4 v— =D —y -+ =),

{ ax v 12(&),\' " oy ) )

where w is the mass fraction of the diffusing component, and
where [, the coefficient of diffusion, is constant. Write W = 1
— « and neglect the longitudinal diffusion compared to the lateral

mass diffusion; then equation (5) becomes, after substitution of

the velocity components from (1),

where £ = x/hR*Sc. n = v/h Sc¢ = v/Dys is the Schmidt number
and R* = [h/v is the channel Revnolds number. The boundary
conditions on Ware

W1 at £ = 0, —1 n 1,
by symmetry, %Y- =0 atn =0, £ 0 (1)
[y

and rRsew = Woatn =1 & o
an

The final boundary condition on W was obtained from the condi-
tion that the net mass tlux of the primary component at the wall
is zero. It is clear from (6) that the parameter of major impor-
tance in the solution for W, and hence w, is the product RSc. This
result is not surprising since the analogous heat transfer problem
is strongly dependent upon the product RPr. The deviation from
total dependence upon these products is brought about by the
7(n), which, from (4), is weakly dependent upon R.

A solution of (6) can be found by writing W(¢, n) = N(EM(y):
it follows that

N(E) = (1 — RSe)?/mse (8)
and
M"(n) = RScE )M’ (n) + %" (nM(n) = 0, (9)
where v is a constant. Thus the solution of the diffusion equation
is

1 —w = W) = 2JE[(1 — RSee s /ey (), (10)
7

The E, are constants to be determined from the boundary condi-
tion at £ = 0, and the M,(n) are those eigenfunctions, correspond-
ing to eigenvalues v,, for which solutions of (9} satisfy the bound-
ary conditions

M{0) =1 M;/(0) =0

(11)

RScM;(n) = M;/(n) for n = £L.
It can be shown that the eigenfunctions M,(») (j = 1,2,3, .. ..) obey
the usual orthogonality relationships and that the constants E;
are given by

1 oM,

_ L (12)
R8¢ 8y ;81 "y

Numerical solutions of equation (9), subject to (11}, were ob-
tained by means of a Runge-Kutta procedure on the computer.
Only the first, and most important, eigensolution will be dis-
cussed here as it alone affects the heat transfer problem under

. aw N OW atw consideration and, sufficiently far downstream, the fully devel-
(1~ RSc&)(n) a& * (RSC)’(”)E{ = ot (6) oped concentration profile is given by this eigensolution. Further
Nomenclature
Br(n) = eigenfunctions Pr = uCp/k = Prandtl number
Bo'®(n) = first eigenfunction for no in- R = Vh/v suction Revnolds n = v/h = nondimensional dis-
jection number tance perpendicular to the
Bo'™'(n) = corrections to eigenfunctions R* = Uh/y channel Reynolds channel walls
for small injection number » = kinematic viscosity
Cp = specific heat at constant pres- Sc¢ = v/Dyz = Schmidt number ¢ = x/(hR*Sc¢) = nondimensional
sure T = temperature distance along the channel
Do = coefficient of diffusion U = velocity of fluid at x = 0 p = density
[ = constant defined by equation V = constant velocity of fluid at T=T, .
(27) the wall f# = ————— = npondimensional
E, = eigenconstants given by equa- x,y = distances measured parallel To = T
tion (12) and perpendicular to the temperature
f(n) = function defined in equation channel walls, respectively w = mass fraction of the foreign
() . component
. M, L -
2h = channel width Y = — = derivative of eigen-
f = thermal conductivity Yo Subscripts
Ko = eigenconstant defined in Sec- function with respect to 1 = foreign component
tion 4 eigenvalue 2 = primary component
M(n) = eigenfunctions Bo? = eigenvalue w = wall
Nu* = limiting Nusselt number v/2 = eigenvalues CL = centerliney = 0
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Fig. 1 Mass concentration profiles

eigensolutions can be obtained from the authors. Profiles, for sev-
eral values of R and Sc, evaluated at the cross section given by
x/h = R*/5, are shown in Fig. 1.

An analytical expression for the first eigensolution will now be
attempted. The equation for My(n) is

My"(n) = RSc/mMy'(n) + v (MMy(n) = (13)
with boundary conditions
My(0) = 1, M,'(0) = 0, RScMy(1) = M,'(1). (14)

When the injection Reynolds number is small, it can be shown.
after considerable mathematical work, that

34 = —RSc. (15)

For this value of y¢? equation (13), subject to boundary condi-
tions (14), can be integrated exactly, viz.

My(n) = exp{RSCfo'.lf(n)dn} . (16)

The solution (16) is remarkable since it is an exact solution of the
diffusion equation. (In fact (15) and (16) are the solution of (13)
for all values of R; for large R the appropriate f(y) is given in
[18].) There is perfect agreement between this exact solution and
numerical results. It is worth noting that the variation of the
8f(n)dn with R is very small, so that, Mo(n) depends almost en-
tirely on the value of the product RSc.

To complete the first eigensolution, Eo, given by (12), must be
found. Write Y(n) = dMo/dvo; then differentiating (13) with re-
spect to yp gives

Y7(n) = RScAMY () + vo'f Y (n) = =2y F(MMy(n) ,  (17)
while the boundary conditions are
Y(0) =0, v'(0) = 0. (18)
By integrating (17), subject to (18), it can be shown that
)
= [ | Fmyn)dn) (19)
0
Substitution for f{n) from (4) and My(n) from (16) yields
E, = 1—RSc(0.13929 + 0.00034R + 0.00003R?)
+ R%Sc%(~0.00048 + 0.00002R)
+ R%8c?(0.00044) + O(R*Sc, R*sc?, Risc?), (20)

Journal of Heat Transfer

after the exponential has been expanded for R small. The v
of Fo obtained from (21) agree to within an error of at most 10 *
with numerical results for the range of
Fig. 1. It follows that when particular values of R and Sc are
specified, accurate results for Mo(n}, vo and Eq can be obtained
from (15}, (16}, and (20) thus rendering numerical solutions for
Mo(n) unnecessary.

values

values of R and Sc used in

4 'The Heat Transfer Problem

The effects of a discontinuous change of wall temperature at x
= 0 can now be studied. Suppose that the constant temperature
of the walls and {luid is 7" = Ty for x < (0 while for x > 0 the con-
stant temperature of the walls is 7" = Ty. For constant fluid
properties the equation of energy may be written as

L arT arT (»QT
pCpu ;—\' + o H) = k(—%

)(f,’,{ ow 9T 0w )

+ pD(C -
p 12( 1 dy ox avooy

(21)

where ('p and Cp, are the specific heats at constant pressure of
the mixture and species 1, respectively, and % is the thermal con-
ductivity. The work due to the pressure gradient and viscous dis-
sipation have been neglected in deriving (21) while the final term
in the equation accounts for the net transport of enthalpy within
the system. Introducing a nondimensional temperature

and neglecting the longitudinal heat conduction and enthalpy
transport, equation (21) may be rewritten as

Pr a8 90
5 (1 = RSct)f'(n) 7{ + RPrf(n) Pl
- (EP1 — Cpyy Pr 96 dw
+ Cp Sc an an’ (22)

where Pr = uCp/k is the Prandtl number.
tions on f are

The boundary condi-

6 =1 atE:O, *1*47)‘@1

=0 foré& >0 n = %1 (23)
a6

— > =

d77,0 for £ > 0, n=~0

the last condition arising {from symmetry.

To make further progress with the solution of (22) it is usually
assumed that the enthalpy transport term is zero. Here the term
(dw/dn) will be taken to vary slowly with ¢ so that the resulting
solution will be almost asymptotic. Hence from (10),

<_) = — E4(1 ~ RSc¢,) W, (n),

(24)
S/

which is evaluated at a particular value & of & and which is
taken to be almost constant.
The asymptotic solution of (22) is obtained by writing
6(&,m) = A8)B(n)

which yields

2
6 = K£,(1 —RSc&) 'RPB (i)
where
3B,
=

), (torresp(mdmg to the first eigenva-

K, = —2/3,

The first eigenfunction Bo(n
lue 3¢, satisfies

By (1) + {Pr (pic;”” )(‘;;‘;)5 E - RPr/(n)}B,'(n)
i}
+ Bl mBy(m) = 0, (25)
and
By(0) = 1, B, (0)=0, Byl)=0. (26)

Numerical solutions of (25) were obtained about the cross section
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xo/h = R*/b at first, by using the first three eigenfunctions in
(¢o: /i) and then by using just the form (24): the difference hetween
the numerical results obtained was negligible. The resulting solu-
tions were used to compute the nondimensional temperature pro-
files shown in Fig. 2 for various values of R, Pr, Sc, and [J where
p = (L " Cloyp (1~ Rseey) @7
Ccp
A simplified analytic solution exhibiting the effects of the vari-
ous parameters on the temperature will now be developed. For
small R, equation (25) reduces to

By"(n) = RPrl1 + DYmBy () + B4 (mBy(n) = 0.

Following {8], the solution of this equation gives

6 = {1.2008 ~ 0.0568 RPr(D + 1) + 0.0264R*Pr(D + 1)°
+ 0.0008R} x (1 —~ Rt )i’ /RPrIR D) + RPr(D
1B, )+ RIPrAD + 1B, () + RB, ()},

where 3,7 = 2/3{2.828 — 0.75RPr(D + 1)
¢ 0.0685R?Pri(D + 1) + 0.008R}

and the functions By'™'(y) are tabulated in [8]. Profiles of
the nondimensional temperature # calculated from this analytic
solution were in excellent agreement with the numerical results
shown in Fig. 2. A limiting Nusselt number Nu* can also be ob-
tained by following the analysis of [8], and thus

Nu* = 3.770 + RPr(D + 1) + 0.086R’Pr¥(D + 1%  (28)

Vatues of Nu* obtained from (28) are in excellent agreement with
the numerical results shown in Fig. 3.

6 Discussion

The assumption that the fluid properties remain constant
means that the governing equations may be solved independent-
ly.

In Section 3 an exact analvtic solution for the first eigenfunc-
tion of the diffusion equation is found, which is valid for all R. It
is seen that the mass concentration « is almost totally dependent
upon the product RSc. For example. the difference between the
solutions for @ when R = —1.0, S¢c = 0.1 and when R = -0.1, Sc

T-
80_ "CLTw
10
\ 1 R=-0.05; Pr:06; Sc=10; D=0595,
( N 2. R=-04, Pr-08, Sc:0.5,0:0.571
§ \\ 3 Re15; Pro06; Sc:0.8,0:0.26,
ot \\\ 4 R0, Pr-0.9; 5c:06,0:0.736.
] \
|
06
i
|
04 -
)
o2k
l — i N S H i
O 02 0.4 06 0.8 1.0

Fig. 2 Temperature difference ratio
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= 1.0 is negligibly small. Some profiles of the limiting mass con-
centration «, evaluated at the cross section x/h = R*/5, are
shown in Fig. 1 for a range of values of RSc. The figure shows that
the mass concentration increases with increasing [RSe| and that,
for a fixed value of RSc, the mass concentration gradient is posi-
tive and increases to a maximum value at the wall.

In Section 4, we see that when the enthalpy transport term is
included in the energy equation, eigensolutions of this equation
can be found if it is assumed that dw/dn varies slowly with £, In
this case the energy equation separates to yield a solution which
shows that the major effect of injecting a fluid of higher thermal
capacity than the primary component is to increase the Prandtl
number by a factor (1) + 1). The mass transfer Peclet number
RPr is also increased by this factor and, as in Terrill and Walker
[8], it is found that as the magnitude of the modified Peclet num-
ber increases the magnitude of the temperature gradient at the
wall decreases. This result is exhibited in Fig. 2 which shows lim-
iting nondimensional temperature profiles for various R, Pr, Sc,
and D). The limiting Nusselt number Nu* also decreases as the
magnitude of the Peclet number increases. Fig. 3 shows that Nu*
decreases almost linearly with increasing |RPr(D + 1)] over the
range of values of RPr(l) + 1) which were considered. This con-
clusion is verified by the analytical expression for Nu* given by
(28).

It is worth examining how, for a fixed rate of injection, the
temperature gradient and hence the limiting Nusselt number,
may be most effectively reduced. For fixed R, RPr(D + 1) may be
increased by increasing either Pr or D. For most gas mixtures the
Prandtl numbers are about unity so the choice of diffusing com-
ponent has little effect upon Pr. D), however, may be increased
most effectively by increasing (Cpy — Cpa)/Cp. Thus, for exam-
ple, the injection of hydrogen into a primary flow of air would be
more effective in reducing the temperature gradient at the wall
than would the injection of carbon dioxide. Hurley [16] found this
to be the case in variable property boundary layer flow. It is also
important to note that the value of Sc has little or no effect on
the value of [J and thus the limiting temperature distribution and
Nusselt number are independent of Sc.

It is clear from the analysis that the inclusion of the enthalpy
transport term leads to an effective increase in the fluid Prandtl
number. The enthalpy transport term is thus a significant term
in the energy equation and should be included.
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Introduction

Although the effects of flow pulsation on time average heat
transfer characteristics for turbulent tube flow have been investi-
gated as early as 1943 [1],! few theoretical analyses appear in the
literature for this complex problem. In this connection, the use of
the classical eddy diffusivity technique has been greatly hindered
by a lack of knowledge concerning the effects of pulsation on ¢m
and ey [2]. Because relationships for the time dependent eddy dif-

fusivities are not available in the literature, previous analyses of

this type have utilized steady flow information. A general turbu-
lent transport model of another kind has been recently developed,
however, for hydrodynamically unsteady operation [3] which pro-
vides a foundation for the analysis of this problem. This model is
based on the principle of surface renewal which has strong experi-
mental support and which has been adapted to a broad range of
turbulent hydrodynamic steady flow convection processes (4, 5, 6,
7 and others], including thermally unsteady processes [8, 9].

In this paper, the surface renewal and penetration model will
be adapted to convective heat transfer for hydrodynamically and
thermally fully developed turbulent pulsatile flow in a tube.

Mathematical Model

The adaptation of the elementary surface renewal and penetra-
tion model to turbulent momentum and heat (mass) transfer in-
volves a consideration of (a) the instantaneous molecular trans-
port to individual fluid elements in residence at the surface, and
(b) the local spatial average transport which is the resultant of
the contribution of the numerous eddies which reside in any given
vicinity. Because the flow is hydrodynamically unsteady, the
analysis of the momentum transport proves to be the key to the
successful modeling of this turbulent convection process.

Instantaneous Transport Properties. The development of
relationships for the instantaneous momentum transport proper-

! Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer
Division, September 6, 1973. Paper No. 74-HT-MM.
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Adaptation of the Surface Renewal
. Approach to Momentum and Heat
Transfer for Turbulent Pulsatile Flow

This paper presents a surface renewal based formulation for convective heat transfer for
hydrodynamically and thermally fully developed turbulent flow in a tube. Based on the
modeling concept presented in this paper, turbulent pulsatile flow is categorized accord-
ing to the hydrodynamically unsteady mean residence time, 7(1).

ties for individual elements of fluid at the surface for values of
Re(t) well above the transition region involves a system of equa-
tions of the form

2
5= - (1)
W= U-8) ato=0 @)
=10 aty =0 (3)
u=Ult—8) asy—~ (4)

where 8 is the instantaneous contact time, £ is the length of time
the fluid element has been in contact with the surface, ¢ is the pro-
cess time, and Ui(t) is the eddy velocity at the fi;st instant of re-
newal for a hydrodynamically unsteady process. Although the pres-
sure term is assumed to be negligible in the present analysis, this
term has been found to hecome quite important for values of the
Reynolds number much less than 104 for steady tube or channel
flow [7]. Therefore, this analysis is restricted to conditions for
which Re(t) > 10¢.

During the brief residency of an individual fluid element at the
surface, molecular penetration is assumed to be shallow such that
the driving potential, U;(f — &), can be assumed to be constant with
respect to the contact time, #. Based on this physical constraint,
a relationship can be written for the instantaneous velocity pro-
file, u(8,t), and wall shear stress, oo(f,t), of the forms (for con-
stant properties)

_ - Yy
21_(9,1‘) = U,(f 9) erf m

)
and
on(0,0) = ot ~ 0) /2 (©)

Similarly, expressions can be written for the instantaneous tem-
perature profile, T(8,t), and heat transfer, go(f,t), for an assumed
uniform wall temperature as [4]

T(6,t) — Ty = [T\t — 6) ~ T,) exf é—ym )
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qo(8,¢) = [Ty = Tyt - 9)] /%%k (8)'

Spatial Mean Transport Properties. The development of
relationships for the local spatial mean momentum and heat
transport properties requires the utilization of the contact time
distribution, ¢{6,t), which is defined such that the product
&{0,t)d0 represents the fraction of the surface, for any ¢, with in-
stantaneous contact time between 6 and § + df. Expressions can
therefore be written for the local spatial average velocity profile,
u(t), wall shear stress, oo(t), temperature profile, T(t), and heat
transfer qo (t), of the form

c(t)

f Jle

where Y represents the specific transport property of interest, and

J(t = 6)lo(6,t)de (9)

C(t) -

TRICK;

0

Yo =1 - (10)

The term ¢[8,(t — #)] represents the contributions to the.spatial
mean transport property at time t of fluid elements that arrived
at the surface prior to t. This point will be expanded momentari-
ly. .

With u(8,t), o(8,¢), T(6,t) and go(f,t) given by equations (5) to
(8), the use of equation (9) in predicting the local spatial average
transport properties for pulsatile flow requires the development of
a meaningful relationship for ¢(4,t) and the associated mean resi-
dence time, 7(t). These important aspects of the analysis are now
presented

Contact Time Distribution for Permdlc Flow Conditions. - In
the context’of the surface reiewal and penetration model, the hy-
drodynamic conditions are reflected in the mean residence time,
as well as in the contact time ‘distribution. Hence; for hydrody-
namic unsteady operation the mean residence time becomes a
function of time, 7(t). For the case in which the flow rate is a pe-
riodic function, such as for pulsatile flow, 7(t) too must be period-
ic. For this situation, a relationship can be written for ¢(6,t) on
the basis of a previous general formulatlon for a hydrodynamical-
ly unsteady uniform contact time distribution  [3]. This unsteady
distribution associated with a periodic 7(¢) can be written as

1

$(6,0)= 0 cn<e (115)
where C( t) is defined such that
el e ' 1 .
fo mdQ =1 (11¢)

Formulation for 7(f). In the analysis of hydrodynamically
steady turbulent flow, predictions for the mean residence time have
been obtained in terms of the mean wall shear stress through the

direct application of the surface renewal and penetration model to

momeéntum transfer [4-13]. This type of analysis has resulted in an

Nomenclature

expression for 7-of the form (based on a uniform contact time dis-
tribution)

2 U
=Ty U*

where U* is the friction velocity. With U; set equal to the bulk
stream velocity, V, this expression has been found to be in quite
good agreement with experimental data for r [12, 13].

A similar approach is now proposed in the evaluation of #(t) for
hydrodynamically fully developed pulsatile flow. With equations
(6) and (11) ‘substituted into equation (9), an expression can be
written for oo(t) of the form

y C(”U/—g) 1 V
*pff B e

where U;(t — 9) will be set equal to V(t — #) as in the steady flow
analysis. It should be noted that at any given instant ¢, eddies re-
side at the surface with values of U; which range from U; [t —
C(t)] to Ui(t). Hence, the inclusion of the velocity term Ui(t — §)
in equation (13) accounts for the contribution of all the eddies
which arrive at the surface during the time interval t — C(%) to t.
Equation (13) provides a relationship between 7(t) and the tur-
bulent momentum transport properties go(t) and V(t). Specific
predictions for 7(t) therefore require the evaluation of oo(f) and
Vit).
< Evaluation of oo(t). An expression can be obtained for oo(t)
for hydrodynamically fully developed pulsatile tube flow. by the
mere application of the momentum principle to a radially lumped
differential element. This expression takes the form

-
* -
e (12)

(13)

u>|g

dvit) N dP(z‘)]

dat - dx (14)

oolt) = —Flp

Hence, 00(t) could be specified if adequate experimental data for
V(t) and dP(t)/dx were available.
- In this connection, a very elementary but useful guasi-steady

‘analysis for momentum transfer associated with turbulent pulsa-

tile flow has been proposed which utilizes equation (14) [14-17
and others]. This technique involves the approximation of ¢oft)
by pV2(t)fs/2, where fs is-taken, from the.standard .empirical
steady-state friction factor information:for values of the Reynolds
number, Re(t),” equal.to DV(t)/». This analysis has given rise to
reasonable predictions for dP(t)/dx for moderate to low frequen-
cies and amplitude ratios [14, 15).-An expression for the transition
between quasi-steady and nonquasi-steady behavior has been

proposed of the form [16, 18]

2 —_—
,QD ~ (0.1 Re

(15)
Because of its simplicity, the quasi steady model will be used to
approximate oo(t) in the present formulation.

With an assumed time variation in bulk stream velocity of the
form

C(t) = defined by equation (10)

a0 = wall shear stress_

D = tube dimension . qo = heat transfer flux :
f = quasi-steady friction factor =~ - u, U = velocity v = kinemaﬁip viscosity ,
h = .coefficient of heat transfer V = bulk velocity g = instantaneouS’contact,time
k = thermal conductivity x = axial coordinate . . .= mean residence time
Nu = Nusselt number y = distance from wall o p= density .
P = pressure 8 = phase angle defined by equatlon ... ¢ = contact time dlsmb‘ltlon
Pr = Prandtl number : ) (22) _ Subscrlpts 3
Re = Reynolds number w = pulsation frequency- . S o= .wall condltlon
t = process time ¥ = general transport. property whxch i = condltlon at first instant of renewal
T = temperature represents u, T, oo, Qo s .= quasi- steady .
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RHS EQUATION (18), QUASI-STEADY

|- WATER, 25°C, D = 1/8 IN. ° w = 0,1 CYCLE /SEC
V{t) = 9.9 + 1.9 SIN(ut), FT/SEC o w = 1.0 CYCLE /SEC
~
g —- — w =20.0 CYCLES/SEC
@
; 0.5
13
a
<
o
B
0.4
0.5 LS EQUNTION (18)
9.2 | Y 1 B
] 0.25 0.50 0.75 1.9
ut - n, CYCLES
Fig. 1 Comparison of LHS and RHS of equatnon (18) for quasn steady

assumption for 7(t}

Vi) = Vit Vysin ot . (186)
the quasi- steady assumptmn leads to a relationship for oo(t) of
the form : .

T 0a2s :

oo(t) = 0.0895p(%). (Vi + Vysinw)1 (17)

Predictions for r(t).’ Based .on equations (16) and (17) equa-
tion (13) takes the form o

14

(V, + V; sin @f)!-T
et V1 + V, sinw(l - 6)

Vo

Hence, equations (11c) and (18) 'provide a basis for the prediction
of 7(t). However, these integral equations are of such a form that
numerical solution techniques are required, except for the limiting
case for which 7(¢) is very small such.that (¢t — 6) and V(t = .0)
change very little as # ranges from 0 to 7(t). -Consideration will
first be given to the limiting solution, after which ‘a preliminary
approximate solution will be presented for the case in which varia-
tions of 7(t.— 8) and V(¢ — 0) within the integral become significant.
For convenience, consideration will be limited to D = 1% in. and v
=0.917 X 10~5 ft2/s (water, 25 deg C). . AN
For r(t) << 1/w, equatlon (18) reduces to

1
! Tt — Q)de

~p”f (18)

oty = 20 [2 Y0 7 (19)

and equation (11c) gives C(t) = 7(t). Hence, a relationship can be
written for T(t) for thlS hmltmg case of the form

o) ]2 2 )

= = —2Z (20
VroUx(e) . (20)
This quasi-steady expression is of the form of equation 12), but
each time dependent parameter is evaluated on the basis of
steady state conditions at the corresponding instantaneous veloci-
ty.

In order to determine the region of applicability of the foregoing
quasi-steady approximation for r(t), "equations (11c¢) and (18)
have been numerically integrated for V3 = 9.9 ft/sec and - Vz = 1.9
ft/sec and with 7(t) _given by equation (20). The error introduced

by the quasi-steady approximation is reflected by Fig. 1 in which - :

the LHS of equation (18) is compared with. the RHS for several

values of w. For w 1, very obvious discrepancies in both ampli-

tude and phase occur between the LHS and RHS. As w — 1, the

phase shift error becomes negligible and the amplitude error falls.

below 1 percent. Hence, this quasi-steady relatlonshlp can be uti-
lized forw < 1 {for D = % in., Re(t) Z.10%, water]. :
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Table 1

B Vl v T ' o LTy oI, 3 s
e it/sec ft/sec sec cyecle/scc see see cycle v
11,200 9.9 1.9 0.0081 :
: 0.1 0.00807 . 0.0286 ~0
N 0.00807  0.92%5 -0
5.0 0.00267  0.0256 - -0.0620 1.6
10.0 0.00807  0.0236 0.025 - 0.5
20.0 0.00807 . 0.0286 0.050 1.2
30.0° 0.00807  6.0286  0.070 2.9
" 5000 0.00807  0.0286 - 0.110 9.5
11,2600 9.9 . 3.9 :.0.0081
1.0 ) ~0 2.0
10.0 : ’ 0.025 1.1

Conditions: Tube 1.0 = 118 in., waicr at 25%

2 = (LHS - RHS)/LHS of Equation {(18) -

For « very much greater than unity, the solution of equation
(18) can only be obtained with 7(t — #)-and V(¢ — ) retained
within integrand of thé RHS. In order to obtain an approximate
solution of equations (11c) and (18) for 7(t), a first order Fourier
expansion of 1/7(t) is assumed of the form :

m;a+bsmw/+ccoswl (21)
‘or more conveniently, ) '
Lo L wr s - (22)

)M T

3

with ¢ = 1/71, b = (cos B) /72, and c = (sin 8) /2. The Fourier
coefficients were evaluated by a trial and error procedure that in-
volved (@), the numerical integration of the RHS. of equation (18)
with assumed values for 74, 72, and 8; (b) the. adjustment of these
coefficients based on a comparison | between the LHS and RHS of
equation .(18); (c) the repetition of the fn-st step. based on the
modified  coefficients, -and so on. The necessary adJustments in 71,
72, and -8 can.be guided by the fact that these coefflcxents essen-
tially determine (@) the relative mean value (b) the relative am-

plitude; and' (c) the relatlve angular location, _respectively, of

ao(t) calculated on the basis of the RHS of equatlon (18).

This approximate. solution procedure was. carried out, for several
frequencies and amplitude ratios. The values of 71, T2, and 8 ob-
tained on the basis of this analysis are presented in Table 1. Fig.
2 compares the LHS of equation’ (18) ‘which represents the ap-
proximate measured values for oo(t), to the RHS, which repre-
sents predictions for ¢o(t) obtained on thé basis of the surface re-
newal and penetration model. The maximum percent deviation
between the LHS and RHS of equation (18) is also given in Table
1 for each set of conditions. For w = 1 cycle/s, § was found to

0.55: . .

o ’— . RHS EQUATION (19)
. 6 w= 0.1 CYCLE /s}:c
‘fa 0.50- 9‘ W= 1.0 cvcr.;: /sEc T
E g O w 2= 5.0 CYCLES/SEC
E. ©® ‘o= 10.0 CYCLES/SEC .:°
\°c D = 20.0 CYCLES/SEC
°

® uw = 30.0 CYCLES/SEC
0.4 : .
q

‘LHS EQUATION (18)

WATER, 25°C, D = 1/8 IN.

V(t) = 9.9 + 2.9 SIN{wt), PT/SEC

) t  S— -

0 0.25 0.50¢ 0.75 1.0
wt ~ n, CYCLES

an 2 Companson of LHS and RHS of equahon (18) with 7(1) approxi-
mated by equation (22)
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be essentially equal to zero, such that 1/7(¢) is implied to be in
phase with V(t). However, for the case in which w ranged between
1 and 30 cycle/s, 8 was found to increase as w was increased,
with 71 and 7, remaining essentially unchanged. Whereas the
maximum error is less than 3 percent for w < 30 cycles/s, the
error becomes large for @ = 50 cycles/s such that the first order
Fourier approx1matlon for 1/7(t) given by equation (22) becomes
inadequate. )

Predictions for 7(¢) obtained on the basis of this analysis are
shown in Fig. 3 in terms of wt for several values of w. Calculations
for 7(t) given by the quasi-steady relationship, equation (20), are
also shown in this figure. The quasi-steady based predictions are
seen to be in quite good agreement with the results of the direct
analysis for w = 1 cycle/s. However, as w increases above 1
cyclé/s, predictions for 7(t) based on the approximate solution
lead the quasi-steady calculations by 8.

Calculations for.C(t) are also shown in Fig. 3. In addition, cal-
culations for 7(t) with w = 0, 7, are presented in Table 1. This
value is seen to be approximately equal to r1. This result is.con-

"sistent with equation (22) which dlrectly gives lim/w — 0 7(t) =
71, since f —~0asw—0.

Predictions. for u(t) and T(t). The substltutlon of equations
(5) and (7). into equation (9), with’ B 6,) given by equation (11),
leads to expressions for the mean velocity and temperature pro-

files of the forms

cit) ‘ ' 1 -

ull) =f0 Ul — 6)ert (2—3’7}?‘)—1_([—_3)519“ (23)
and : ’ :
c(t) - 1
() —T[,:fo (70~ 6) = T;] ex (%)mde
, o T ' o0

where Uj(t) and Ti(t) can be set equal to the bulk stream condi-
tions, except for low Prandtl number fluids, for which case Ty(t)
= Ty(t) (4). Whereas V(t) is specified in this problem, Ty(t) is not
known a priori. However, for small values of w and for Re(t) well
above the “transitional value, the quasi-steady 'assumption
To(t — 8) =~ Tu(t) becomes appropriate. With this simplification,
equation (24) becomes

clt)

TU) -~ Ty yBr, 1
W =Ty _ g Gon) gy de (29)

T =Ty o -

Predictions for u(t) and T(t) versus wt are shown in Fig. 4 at
one point within the wall region (y/D = 0.005) for w = 1 and 20
cycle/s. The foregoing quasi-steady approximation for Ts(t) can
be assumed to introduce some error in the predictions for 7(¢t) for
w > 1cycle/s. )

Predictions for h(t).
expression for the local spatial average heat transfer of the form

ROITy - be)

pcl C‘”T T(( — 8)] 1
/ “j i T @6

For the small values of w for which the quasi-steady assump-
tions for 7(t) and Ts(t) are appropriate, equation (26) reduces to a
quasi-steady relationship for h(t) of the form

qlt) =

pck

MO =2/

(27)

With r(t) given by equatibn (12), equation (27) gives rise to a
quasi-steady approximation for the Nusselt number of the form

Journal of Heat Transter

Equations (8), V(9), and (11) lead to an-

Nu ({) = % Re(/) VPr (28)
Asw—0, eq\iation (26) and (27) reduceto .
=2 [Rck (29)
TT
ahd equation (28) becomes
Nu = é—t Re YPr (30)

These relationships have been previously developed for steady op-
erating conditions [11, 12].

1.2~ WATER, 25°C, D-= 1/8 IN.
V(t) = 9.9 = 1.9 SIN(wt), FT/SEC
1.1
o
5]
v
o~
o
—
w 1.0
3
=
0.9
[ w =1
0.8
\w = 20
c(t)
0.7 © w = 1 CYCLE/SEC
O w = 5 CYCLES/SEC
0.6 © w =20 CYCLES/SEC
t(t), EQUATION (18)
, e} T(t), EQUATION (20}
0.5 1 L Il )
0 0.25 0.50 0.75 1.0
wt - n, CYCLES
Fig. 3 Predictions for 7(t)
0.5
TEMPERATURE
AO
0.4
1
)
g
Q
£ WATER, 25°C, D = 1/8 IN.
~
"o V(t) = 9.9 ¢ 1.9 SIN{wt), FT/SEC
=
) y/D = 0.005
e 0.3
VELOCITY
=
~
=]
0.2
0.1 1 Il ] 5
0 0.25 0.50 0.75 1.0
wt - n, CYCLES
Fig. 4 Predictions for u(t) and T(t) at Y/D = 0,005
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Strictly speaking, the use of equations (18), (22),
predict h(t) for w > 1 cycle/s requires that the parameter
Ty(t — 8) be retained within the integral. However, a rough in-
dication of the effects of w on h(t) for w > 1 can be obtained by
again utilizing the quasi-steady approximation Th(t — ) ~ T(t).

This approach leads to an approximate relationship for h(t) of the o

“form

pce ct) e o

/= f 7= Ti | — sin (w[i -0]+ B)lds (31)
Values of 73, 72, and § are given in Table 1 for the conditions con-
sidered- in the previous ‘section. Equation: (31) igives rise to pre-
dictions for Nu(t) as shown in Fig. 5. Calculations based on equa-
tion (28) are also shown. For w < 1 cycle/s, predictions for A(t)
based on equations (28) and (31) are congruent. However, the ef-

fect of the renewal process history is seen to become important for -

@ = 20 and 30 cycles/s.

Summary and Conclasion. -

In this analysis, a comprehensive form of the surface renewal
and penetration model has been adapted to convective heat
transfer for turbulent pulsatile flow. This analysis accounts for
the contribution to oo(t) and q(t) at any given time, ¢, of all fluid
elements which arrived at the surface prior to . Similar to previ-
ous formulations of the surface renewal and penetration model for
steady flow, a relationship has been developed between 7(t) and
oo(t). Because oo(t) has been represented by the well known
quasi-steady approximation, predictions obtained .for 7(t) from
equation (18) are limited to situations for which'sz/u < 0.1 Re.
The use of exact experimental data for ¢o(t) in ‘terms of V(t) and
dP(t)/dx (see equation (14)) would be expected to produce small
changes in the calculations for 7(t). However, the use of the
quasi-steady approximation for so(t) facilitates the presentation
of the key aspects of the proposed analysxs and should provide
reasonable results for 7(t).

Based on the modeling concept presented herein, turbulent
pulsatile flow can be categorized according to the behavior of 7(t).
For low values of w (i.e., w < 1.cycle/s for water at 25 deg C and
D = % in.), 7(t) is essentially independent of w and can be ex-
pressed in terms of the quasi-steady expression given by equation
(20). In this domain, the velocity and temperature profiles, as
well as the Nusselt number, are in phase with oo(Z) and are ex-
pressed by simple quasi-steady relationships of the form

cy
L [ (o)

=0 . (32)

¥t) =

Such an expression is given for Nu(t) by equation (28).

For large values of- w, the more general relationship for ¥(t)
given by equation(9) must be utilized. For the simple sinusoidal
wave form considered here; the present preliminary analysis re-
flects the effect of w on ¥(t) for 1 < w < 30 cycles/s. For
these values of w, the frequency of renewal, 1/7(t), leads oo(t) by
8. The consequence of the renewal process history is also seen in
the predictions for u(t), 7(t) and Nu(t).

In regard to previous experimental data, conflicting results
have often been reported. For example, the study by Martinelli,
et al. 1] showed no effect of pulsation on-the time average heat
transfer. Parenthetically, these workers intuitively reasoned that
the instantaneous heat transfer at any value of t is approximately
equal to the steady flow value corresponding to a flow rate equal
to the instantaneous flow rate. This conclusion is synonymous to
the predictions bhased on the present model for quasi-steady 7(t)
conditions. In contrast, other experimental studies of this prob-
lem have shown increases in mean heat transfer with pulsation
[19,20]. ,

To add to the confusion, no satisfactory theoretlcal analysis of
this problem has been available. As mentioned earlier, the stan-
dard eddy dlffuslv1ty dpproach has been hamperéd due to the
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and (28) to

“Transfer for Pulsating Flow in.a Tube,”

WATER, 25°C, D = 1/8 IN.

V(t) = 9.9+ 1.9 SIN{wt), FI/SEC

Tw o= 20

Nu x. 1072
-
o
T

w = 1 CYCLE/SEC

O QUASI-STEADY, EQUATION {28)

Re x 10

Flg 5 Predlchonsfor Nu(t)

lack of knowledge concerning the effects of pulsation on ¢ and
ey. For the limited flow conditions ‘considered in this study, the
time average heat flux was not predicted to be noticeably affected

by the pulsations. However, flow conditions outside the range

studied here may possibly give r1se to attenuated or enhanced mean
heat transferrates. ' ‘
Although the approximate solution technique used in “ this
paper provides an indication of the effect of pulsation on the mean
transport properties, certain improvements will be required to
fully develop- the potential strength” of the present model for
handling flow conditions for which w is large, and for more com-
plicated pulse forms. In particular, a more rigorous and accurate
solution technique -is needed for the evaluation of r(¢) based on
equation (18). Further, a better estimate is needed for Th(t — 6).
Similar to other formulations for turbulent heat transfer which are
based on the elementary surface renewal and penetration model,
the present results must be restricted to moderate values of the
Prandtl number (0.5 < Pr.< 5.0)~For.values:of Pri>> 5.0 the effect
of the unreplenished layer of fluid at the surface becomes important
[21], and for Pr. <.0.5 the molecular transport to edd1es in flight [4]
and finite penetration depth [22] must be considered. In addition,

for values of Re and Vz/V1 such that the mlnirnum instantaneous

Reynolds number is much less than 104, the-effects of axial pres-
sure gradlent and curvature must be cons1dered
Finally, near the conclusion of the present study the authors

-attention was brought [23] to a recently proposed modeling con-
_cept [16] in which the surface renewal and penetration model was
"adapted to turbulent pulsating tube flow in an-effort to predict

7(t). In contrast to the stochastic approach utilized in the present
study, this analysis was formulated on the basis of a consider-

_ation of the time variation in 7(t) at a single renewal site. The
) computatronal procedure mvolves the analysis of the effect of the

sequence of renewals that occurs at a given point on"the 'surface
during a pulse cycle ‘Although this analysis requires some refine-
ment, the concept may.prove to be useful for small values of w.
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An Asymptotic Study of the
Nusselt-Graetz Problem

Part |: Large x Behavior

A method is given for determining the large x behavior of the Nusselt number for a vari-
ety of Nusselt-Graetz problems. Exploitation of properties of the Laplace transform of
the temperature yields analytic expressions for Nu as explicit functions of the other pa-
rameters of the problem. Accurate results (<1 percent error) are deduced for problems
involving the laminar flow of a Newtonian flow between parallel plates and in a circular
pipe (valid for all palues of the wall Nusselt number).

The Nusselt-Graetz problem (the computation of the rate of
diffusive convection of heat or mass) models a large number of
practical devices. Most of the available solutions to this problem
(Kays [4]1) apply to the limiting cases of constant wall temperate
(or concentration) or constant wall heat {or mass) flux, situations
which are seldom encountered in practice (in a precise sense). A
boundary condition that allows for a finite wall resistance (Van
der Does De Bye and Schenk [6]) rectifies this deficiency but at
the cost of a nontrivial increase in the computational difficulty.
The classical approach to this problem requires the construction
of a large number of functions of high precision (of little ultimate
interest) in some indirect fashion with subsequent numerical
evaluation. In problems containing parameters (e.g., wall Nusselt
numbers to account for finite wall resistance) the classical proce-
dure becomes cumbersome since a complete set of eigenvalues
must be determined numerically for each set of parameters and
the results reported in graphical or tabular form. In problems
with two or more parameters (e.g., convective heat transfer in an
annulus with conductive walls) the difficulty of extracting useful
results increases enormously.

In this work we report efficient procedures which yield, explic-
itly, the dependence of the Nusselt number on the system’s pa-
rameters. The procedures do not require machine computation
and can be easily applied to multi parameter problems.

Part T of this work is restricted to the large x behavior of axi-
symmetric problems.

The method involves Laplace transforming the governing equa-
tion with respect to the axial coordinate; the resulting ordinary
differential equation is then solved by means of an ordinary per-
turbation expansion in the transform variable. The asymptotic
value of the Nusselt number follows directly from this expansion

1 Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuseript received by the Heat Transfer
Division, January 11, 1974. Paper No. T4-HT-QQ.
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upon exploiting certain of its properties. The method is applied to
two duct configurations, circular pipes and parallel plates.

Conclusions and Significance

The goal of this study has been achieved; an analytic procedure
has been developed and tested which yields the asymptotic de-
pendence of the Nusselt number on the system parameters. The
first approximation yields values of the log-mean Nusselt num-
bers with ~0.5 percent error for the parallel plate problem and ~2
percent error for the circular pipe case. The second approximation
reduces the error tenfold. The results are useful for x > 0.02, thus
it is reasonable to expect the approximations deduced here to
share a common domain with small x approximations.

The Problem

Here we consider the steady, laminar, fully developed flow of a
Newtonian fluid of constant physical properties in a duct. Up-
stream of the plane x = 0 the duct is insulated, downstream of
this plane the duct walls have a finite conductivity.

For the symmetric problem the equation to be solved is

v, = Vi (1)
subject to
6(y,0) =1 2)
500,x) =0 (3)
6,(Y, x) = ~Nu,8(%, v) (4)

The wall Nusselt number Nuw, introduced by Van der Does de
Bye and Schenk [6}, accounts for the thermal resistance of the
duct wall and any other resistances in series with it on its exteri-
or. The problem as posed has been shown by Colton, et al. {3] to
include the cases of constant wall temperature (Nux — =) and
constant wall heat flux (Nu,, — 0) as limiting cases.

The quantities of interest are the local overall and fluid side
Nusselt numbers

Transactions of the ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nu, = —6,(%, x)/0(x) (5)
; In g(x
= =0 (x)/28(0) = a1/2 iw (6)
dx
Nu, = =6, 0/06(0) — 8, 0] 7)
i.e.,

1/Nu, = 1/Nu, + 1/Nu, (8)

where the bulk temperature is defined by
i) = [ reda / rdA (9)

Ac AC

Equation (6) follows upon integrating equation (1) over y. The
log-mean overall and fluid side Nusselt numbers are defined in
the standard tashion,

e vz L
Nu, :f Nuy(\Vdx/L = — In{8(L)) /2L (10)

¥={)

1/Nu; = 1/Nu, ~ 1/Nu, (11)

Parallel Plates (Symmetric Case). For this case equation (1)

becomes

(3/2)[1 — 4v%o, = 0, (12)

Laplace transforming equation (12) and its boundary conditions

vields
B/ —4vtlse = o, (13)
d,{0,8) =0 (14)
b (172, 8) = ~Nu,[1/s + ¢(1/2,5)] (15)

where
o(v.s) = vhlyv,x) —1/s (16)

Equation (13) defines one form of the Parabolic Cylinder function
(Abramowitz and Stegen {1]). The standard power series repre-
sentation of the two independent solutions to equation (13) suffice
to generate all of the results reported here. Rather than exploiting
these series we report a procedure of broader utility. Expanding
equation (13} In a power series in s we obtain the two general so-
lutions

G = G(()) 4 S(;(“ + 5'2(;(3) 4. <17)
and
IS :E(U) + Si;(l) L SZEE(Z) Lo (18)

(G even in vy, & odd)

|
GV =334~ y1/2
G = 3[yt/a ~1y8/15 + v3/T)/8
G = 3[15/40 ~ 11v%/140 + 211+19/3150 — y'2/77)/16
G = 9[v¥/160 — v1/36 + 1201 v12/29700

— 4867 y!4/225225 + y16/330]/448 (19)
£ oy
£ 3[v3/6 ~y3/51/2

(20)

£ 30v8 /4 —13v7/21 + 1%/3]/40

The value of the Wronskian W[G, £] is seen to be unity. We wish
to emphasize that these functions are independent of the bounda-
ry and initial conditions.

Of particular interest are the values of these functions and
their derivativesat v = %

G =G(1/2,s) =1+ ays + aps? + ... (1)
Gyz G,(1/2,8) = s{1/2 + Bys + ﬁzsz + ... (22)
oy =5/32 B = 39/(70)(32)

@, = 239/(70)(32) By = 179/(942)(32)? (23)
@, = 10357/(165)(70)(32)° B, = 297/(130)(70)(32)°

E o=E(1/2,8) = 1/2 + €;8 + €,8° + ... (24)
E,28,1/2,8) =1+ bys + 0ys? + ... (25)

Nomenclature
. . # = dimensionless bulk mean
A, = constants (equation (33)) t = transverse coordinate temperature (equation (9))
@.b;,¢i.d, = constants T = temperature ¢ = modified Laplace transform
G = even solution to equation (13) v = axial velocity ‘ of
ko= local heat transfer coefficient o = average az'(zavl velocity ' & = even solution to equation
h = log meanh W = characteristic transverse di- (70)
h. = wall heat transfer coefficient mension (diameter or chan-
k = thermal conductivity of the nel width) Superscripts
fluid x = dimensionless axial coordi- (iy = ith term in perturbation expansion,
L = dimensionless axial distance nate, za /0 W? ith approximation
£ = Laplace transform operator v = dimensionless transverse co- value at wall
Nu = local Nusselt number, AW/k ordinate, t/ W ~ = Laplace transformed quantity
Nu = log mean Nusselt number, z = axial coordinate + = valueaty =%
hW/k « = thermal diffusivity ~ = valueatv = ~%
Nu, = wall Nusselt number, «; = constants (equation (21)) - = average value or approximate
hW/k 8; = constants (equation (22)) value
N+ N~ = wall Nusselt numbers for Y. = constants (equation (74))
platesat v = 1 v = —1j 6; = constants (equation (25)) Subscripts
r = dimensionless radial coordi- e, = constants (equation (24)) f = fluid side
nate, 7/ W ¢ = odd solution to equation (13) 1 initial, serial index
F = radial coordinate n: = constants (equation (74)) 0 overall, outside wall
s = Laplace transform variable # = dimensionless temperature w wall
= =(T—=To)(T: — To) o = walueatL = =

Si

eigenvalues (equation (34))
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5y = 3/32
5, = 39/(140)(32)?

7/(10)(32)

€y

€y = 17/(10)(32)? (26)

The solution te equation (13) subject to equations (141 and (15) is

obtained directly

¢ = ~G/[s(C + G /Nuy)] (27)
The quantity of major interest, /:'ﬁ tollows
0 =1+ 20,1/29)]/s (28)

=[G + G (1/Nu, — 2/$))/[s(G + G,/Nu,)]
Substituting series (21) and (22) into equation (28) we obtain an
explicit expression for # valid for small s

0= lag+ aws + ags®+ /14 bys + bys? 4 ] (29)
where
ag =y~ 28+ 1/2 Nu,, by=a;+ 1/2 Ny,
ay = 0y — 28, + By/Nu,, by = @y + By/Nu,
;= o — 235 + B/ Nuy, I;i = «, + B;.¢/Nu, (30)
Expanding equation (29) for small s leads to
0 = s~ s)! (31)
where
Cy= @,
co = aghy — ay (32)

Cy = dy —dyhy + bycy

We now explore the relationship of these results with the classical
eigen function solution which may be written as

Gy = aAi expl—s,;x) (33)
Thus we have
by = 24 /s + s (34)

where A, and s; are real and positive, §; < s;.7 and, 4; > A1,
These conditions hold for the problem under consideration (Col-
ton, et al. [3]). Clearly, f as defined by equation (34), is an ana-
lytic function whose Taylor series development in the vicinity of
s = ( possesses a radius of convergence equal to s; (Titchmarsh
(5. Thus

Gp=DA,/s, ~SZA,/s 2+ s¥DA, /s - (35,
Identifying?; with 5;; leads to the values
TA/s"=¢,>0:n=0,12 .. (36)

where the ¢, are given by equation (32) (¢ = 1 follows from
equations (2) and (33)).

An efficient procedure for estimating sy follows upon noting
that 1/f is analytic near s = 0 with a zero at s = —s; and a sim-
ple pole between —sy and —s,. Accordingly, the Taylor series de-
velopment in a small vicinity of s = —s; lies within the circle of
convergence. Hence,

/6, = {1 + [(BA,/s D/(BA /s )]s (37)

+ [(BA /s D (EA /s B — (A, /s D) /(BA, /s )]s?
+ .. WTA /s,

leads to
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Q = 1*((?2/C1)Sl+ ((‘22/(‘12 ”C3/C1)812+ . (38)
The first-order approximation leads to the value
81(1) = (‘;/(2 (39)
the second-order approximation is
31(2) :81”)[1 - {1 46)”2}/26 (40)
where
€ =1-c5e1/c,t <0 (41)
For the case of small ¢ equation (40) may be expanded to give
57 = s M1+ e+ 288+ 568+ ... (42)

Thus s1'2" < s;'1 as required. The second and higher-order terms
will be dropped from equation (42) since they represent contribu-
tions to higher-order approximations. To see this we need onlv in-
clude higher-order terms in equation (38) and invert the series
(Abramowitz and Stegun [1]). Equation (42) results with addi-
tional terms in ¢4, etc. appearing atter the linear term.

Since the coefficients of all terms in series (38) (up to and in-
cluding that of $;%) are negative it follows that the first three par-
tial sums possess one and only one positive zero and further, this
sequence converges monotonically to s1.

The values of A, follow from Heaviside’s theorem (Churchill

12h

8= 2 rls)pls)) = E;fi'('*‘i)/[)’(-sfﬂ (43)

upon setting r(s) = 1 and identifying p(s) with series (37). Thus
A = e (44)
A = A1 2601 1+ ) (45)

The asymptotic behavior of Nup follows directly from its defini-
tion and the foregoing
Nu, == 1n [8)/2L = s,/2 ~ n[4,]/2L - In[1 + 0(c"D/2L
(46)
Accordingly,

1Ny, = 2/s) = 1/Nu, = 2/s," ~ 1/Nu,  (47)

sV =cy/ey = 1/[by —ay/a,] (48)

=1/la, + 1/2Nu

w

~(ay ~ 28y + By/Nu,)/(ay - 28 + 1/2Nu,,)]
and the numerical values given by equation (23), we obtain

Nu, Y = [1 + 70/17 Nu, ]/[148/561 + 1/Nu,] (49)

which is the first major result. Comparing this result with the nu-
merical values of Colton, et al. [3] we observe that equation (49)
is exact of Nu, = 0 (constant heat flux) and overestimates the
exact value (3.770) for Nu, = = (constant wall temperature)
by about 0.5 percent

Nu; ‘D (Nu,, = =) = 561/148 = 3.790 (50)

The accuracy of equation (49) at intermediate values of Nuy is
greater than 0.5 percent. The second approximation follows from
the truncated form of series (42)

51 = 5P+ ] (1)
and the value

€ = [(823/78210) — (4657/23823800)(1
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+ 70/17 Nu,)|/[74/561 + 1/Nu, + 35/17 Nu *|* (52)
computed from equations (41), (36}, (32), (30), and (23). The sec-
ond approximation to Nuy _, is thus

Nu, . = [1+ €)/[1/Nu; .V~ e/Nu, (53)

In the limit Nu, > 0 equation (53) gives the exact result and ov-
erestimates the exact value at Nu,. = « by about 0.04 percent

Nug P (Nu,, = =) = 3.772 (54)

The values of Nu, and rmg for finite L follow from equations
(44), (45), and (46).

Nu,'V = Nu, .0~ 1nfA, 0] /2L (55)

where
A =1+ 17 Nu,./35 + 389 Nu,’/4900]/[1 + 17 Nu, /35
+ 74 Nu,/1158]  (56)
This expression yields values indistinguishable from those of Col-
ton, et al. [3] for Nu, = « and L. ¥ 0.02.
The second order result is
,ﬁlom _

Nu, ‘% - W[4} 2L (57)

where A1'2" is given by equation (43). In the limit Nu.
tions (55) and (57) both reduce to

Nu P (Nu, = 0) = 70/{17(1 — 823/78540 L)]

~ 0 equa-

(58)

The local values of Nug and Nu, may be obtained upon evalua-
tion of 4, and so. Truncation of the first four equations of set (36)
leads to

st =5 0B 2 (B - 440)1/%)/2¢ (59)
with
B =1-cye/ci0y
A=1-cyei/cid (60)

It can be shown the two values given by equation (59) are real
and positive and represent an overestimate for s; and an underes-
timate for $o.

Parallel Plates (Unsymmetric Case). We cite here a few
(first order) results for the case wherein the wall Nusselt number
for the plate located at ¥ = % (N+) differs from the value associ-
ated with the plate located at v = ~% (N ).

If we replace boundary conditions (3) and (4) by

6, = -N'¢*  64,”=N"@" (61)

and define Nug, Nug™, and Nug - by
6," = ~Nu,"0 6,” = Nu, 6 (62)
ZNu0 = Nu0+ + Nu0~ - - Q%LL) (63)

we obtain
1/Nug, " = [2N°N"/5 + N* + N™+ 2]/[N'N" + N' + N7J
~[382N"N"/165 + 314(N* + N")/33
+ 36]/[1TN*N" + 52(N* + N7) + 140] (64)

Equation (64) leads to the value given by equation (49) when N
= N~ For the case N~ > = (the lower plate held at a constant
temperature) equation (64) reduces to

1/Nu V(N = ) = [2N°/5 4 1)/[N* + 1]

~[382N*/5 + 3141/{33(17T N + 52)] (65)
If also N - = 0 (the upper plate insulated) we find
Nug "V = 2Ny, .V = 2.445 (66)

Journal of Heat Transfer

A value about 0.4 percent larger than the exact value cited by
Kavs [4], 2.43.

The case N = 0. N finite (the lower plate insulated) also fol-
lows from equation {65)

1/Nuy (N = 0) =1 + 2/N*
~1157N*/33 + 18]/[26N" + 70} (67)

The value of Nup''* for large L also follows for these various
cases upon noting the value

A = 2N, (017NN /140

4 13(N' 4+ NT)/35 + 1J/INNT 4 NT o+ NTL O (68)
We close this section by remarking that a variety of problems,
e.g., the cases of nonuniform entrance temperature. one plate
moving in a down-stream direction, each plate subject to bathing
fluids at different temperatures, and variable wall temperatures
and heat tluxes (which are asymptotically stable) may be solved
by the present method.
Pipe Flow. For this case equation (1) becomes

1

4{1 —4y%e, = ';(J*HYL {69)
Laplace transforming equation (69) and its boundary conditions
vields
2 Ly
4[1 —~ 4y ISO = “)’_’li‘ﬁ'i,}r (70)
and equations (14) to (16}. Constructing a solution of the form
o =0+ sy te® (71)
gives
CI)(O) -1
(I)(“ — ).2 — },4
&P — /4 5879 — 8 /g
&P = [¥ 782+ 89,-19/25 - »12)/36 (72)
The values
G = (1/2,8) =1+ 75 + 198% + ..
B, = (1/2,5) = s[1/2 + s + 2 4 L] (13)
ny = 3/16 ')/1:7/192
Np = Yo = (14)

73/36(16)2 83/360(16)?

follow from equations (72).

Since the algebra for this problem is identical with that of the
paralle] plate problem we simply report the results.

First Approximation.

sV = 2[1/Nu,, + (59/220 + 1/Nu,)/(1 + 48/11 Nu,)] ™

(75)
A = [11/96 + Nu,/2)s,V
=[1+ 11 Nu,/24 + 121 Nu,2/2304}/[1
+ 11 Nu,/24 + 59 Nu,?/960] (76)
Nu, ‘Y = [1 + 48/11 Nu,]/[59/220 + 1/Nu,) (77)
Equation (77) is exact when Nu, = 0 and overestimates the

exact result of 3.658 (Kays [4]) by 1.93 percent when Nuy = =,
For finite L we obtain

Nup't = Ny oY~ 1n (AV)/2L 1 Nu,, > 0 (78)
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Nu, P = 48/[11(1 - 103/23040 L)]: Nu, = 0 (79)

A second approximation may be constructed as before which re-
duces the maximum error by a factor of 10.

Nonuniform symmetric initial temperature profiles and varying
wall temperatures and heat fluxes (which are asymptotically sta-
ble) may easily be incorporated into the foregoing computational
scheme.

Discussion

The procedures developed here should be applicable to a broad
class of problems-—those whose Laplace transform with respect to
the axial coordinate is easily obtained. Members of this class in-
clude other Graetz type problems with axial symmetry (viz., flow
between concentric cylinders). More complicated Graetz analogs
suggest themselves, e.g., the flow of a (dilute) multicomponent

reacting solution in an axisymmetric duct. The conservation of

energy and species equations may be coupled but of course must
be linear.

We recognized that the second approximation discussed here
has little value in direct applications; it is cited to illustrate the
rapid convergence of the method itself. This agreeable property
serves to lend credence to the method, indeed it may have practi-
cal value in supporting computations whose results are not known

358 / AUGUST 1974

a priori.

There is a measure of arbitrariness in our choices of estimating
s1 and A;. Other methods of estimating these values are of course
possible, e.g., the boundary conditions could be imposed on each
member of the perturbation series, alternately the denominator of
equation (28) alone could be used to estimate the zeros of I/Ff—.
Neither of these procedures yield results superior to those given
here.

The asymptotic values of the Nusselt numbers offered here
have little utility for L < 02 part I of this series reports new
procedures of utility in this regime.
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Experimental Determination of Sodium
Superheat Employing LMFBR
Simulation Parameters'

Sodium superheat experiments were performed in a forced convection facility employing
svstem parameters in the range of interest for application to loop and pot-type liquid
metal cooled fast breeder reactors. The test section was representative of a single reactor
fuel element with sodium flowing vertically upward in an annulus heated indirectly from
the inside wall only. Steady-state operating parameters prior to a flow coast down ap-
proach to boiling included: velocity, 17 fps; heat flux. 7 X 107 Btu/hr-ft2; test section
inlet, 600 deg F; test section outlet to plenum, 900 deg F; plenum, 15 psia at 900 deg F
and 700 deg F. Other important svstem variables controlled included sodium inert gas
content and svstem pressure-temperature historv. The axial location of boiling initiation
in the test section was measured. Five test series encompassing 33 test runs were per-
formed. Applicable superheat results were compared to predictions of the pressure-tem-

Argonne Nationai Laboratory, Argonne, 1ii,

perature history model including inert gas effects.

Introduction

One phase of the development program of the liquid metal fast
breeder reactor (LMFBR) for application to commercial electric
power plants is presently involved in investigations concerned
with the nature of coolant boiling subsequent to an abnormal in-
cident. A consequence of the formation of voids in the reactor core
may be positive reactivity insertion; fuel-coolant interaction may
also occur. The rate of formation of the voids and the physical
nature of the phenomenon are important considerations. In the
initial stages of voiding the phenomenon is most heavily in-
fluenced by the magnitude of the liquid superheat in the system
at the inception of boiling. Thus, investigations into the incipient
boiling (IB) superheat in liquid metals have been in progress for
the past decade. Understanding of the related physical phenome-
na and prediction of IB superheat in liquid metals has evolved
through considerable effort extended by many investigators. A re-
view of the existing experimental results and a discussion of the
parameters observed to influence IB superheat were given by
Fauske [1]* in 1968. At that time the parameters considered to
have important influence on IB superheat in convective systems
essentially included liquid velocity, heat flux, heating surface
condition, hquid metal purity, method of heating, system pres-
sure, and system operational time, The data were widely scat-

! This work was performed under the auspices of the U. 8. Atomic Ener-
gy Commission.

2 Numbers in brackets designate References at end of paper.
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tered, and in the cases of heat flux and system operational time
(aging) conflicting parametric trends were reported by various in-
vestigators. It was in this general period of time that the impor-
tance of three additional conditions affecting IB superheat was
presented. The addition of these conditions supplied a physical
explanation for some of the observed inconsistencies in the exper-
imental data. Holtz [2] first presented the pressure-temperature
(P-T) history effect on [B superheat and based on this effect de-
veloped a predictive model. The Holtz model was subsequently
extended [3-6] to include the effect of inert gas in the wall cavity
nucleation sites. Control of these two parameters, P-T history and
inert gas, during experimentation requires adherence to special
conditions and procedures in the entire experimental facility (not
only the test section) prior to, during, and in the time period be-
tween test runs. It has been postulated that some of the experi-
mentally observed parametric effects were in fact the result of the
dominance of these two parameters either or both of which were not
controlled. For example, the experiments of Holtz and Singer re-
ported in reference [5) indicated that an inert gas effect on IB su-
perheat could be misinterpreted as a heat flux effect if the inert
gas parameter was neglected during experimentation.

The third condition of importance which received recent atten-
tion was the experimental determination of the location of boiling
inception in the test section. In 1965, Grass, et al. [7] reported the
successful implementation of an experimental technique for mea-
suring this location, however, the majority of available experi-
mental superheat data (with notable exceptions) were accumu-
lated without measuring this location, and it was assumed that
nucleation always occurred first at the highest superheat in the
system. Fauske [8] hypothesized that this measurement omission
could account for some of the observed heat flux and velocity ef-
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fects on [B superheat. Chen's data [9] were used as an example of
alternate possible interpretations depending upon the location of
botling inception. Later experiments in which this measurement
was made still exhibited conflicting results {10, 11}, but the ne-
cessity of the measurement was demonstrated.

The conditions discussed add to the list of parameters postula-
ted as having important influence on IB superheat in liquid met-
als, the P-T" history and the dissolved inert gas. Presently, there
remains unresolved questions and conflicting data concerning
which parametric effects are dominant and which effects are only
apparent. In order to determine the parameters that are indeed
important, it is necessary to obtain experimental data while con-
trotling all of the parameters. Early experiments generally did not
control or report the P-T history and inert gas parameters and
did not measure the location of boiling inception. At least, no sin-
gle experiment included all the conditions. More recent experi-
ments [9-18] included more of the parametric effects as they be-
came evident. However, several conditions of parametric domi-
nance of IB superheat in liquid metal systems have not as vyet
been resolved through experimentation. (It is of interest to note
that In reference [18)], the parameter of temperature rise was
added to the list of variables postulated to influence IB super-
heat.)

The unresolved questions concerning liquid metal 1B superheat
are pertinent to the prediction of superheat in an arbitrarv sys-
tem where nucleation occurs from wall cavities. However, in the
special case of a realistic loop tvpe LMFBR system operating for
a period of time sufficlent to attain inert gas equilibrium, it has
been postulated (1, 19] that IB superheat will always he near zero
independent of other svstem parameters. Boiling initiation under
the condition of zero superheat is most desirable in a LMFBR be-
cause 1t minimizes the potential for high voiding rates. It was,
therefore, the primary objective of this investigation to test the
hyvpothesis of zero 1B superheat by experimental determination in
a facility resembling a loop tvpe reactor system. All of the param-
eters previously mentioned were controlled, and the location of
boiling inception was measured. The effect of each variable on IB
superheat was not svstematically studied. Rather, it was desired
to verifyv whether the 1B superheat is indeed near zero in a simu-
tated loop type reactor environment employing values of the sys-
tem variables in the appropriate range for LMFBR application.

The first tests were performed in a forced convection, sodium,
LMFBR stmulation loop operating in a mode typifving a loop
type reactor. The operation of the experimental facility from the
time of filling with sodium to the conclusion of testing was an in-
tegral part of the test. This procedural method of operation al-
lowed for the control and observation of the effect of inert gas in
the liquid, in the test section wall cavities, and in the form of
bubbles in the bulk liquid.

Further experiments were performed simulating pot-type reac-
tor operation. In these tests the IB superheat was not predicted to
be consistently near zero independent of other system variables.
These superheat data were compared with predictions from the
P-T history model including the effects of inert gas in the wall
cavities. Parametric values in the LMFBR range of interest were
again employed.

Experimental Test Facility
The LMFBR Heat Transfer Simulation Loop in which sodium
superheat tests were conducted is shown schematically in Fig. 1.
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Fig. 1 Experimental facility

The maximum system operating parameters are indicated. Dur-
ing operation the hot trap was not employed and the dump tank
served as a cold trap. This arrangement produced a consistent so-
dium oxide level of =15 ppm as indicated by the oscillating plug-
ging meter. Sodium flowed vertically upward through the test
section directly into the plenum equipped with an argon cover
gas. The entire test section was enclosed in a vacuum chamber
which provided thermal insulation and safety protection.

The test section was designed to simulate a single LMFBR fuel
element. It consisted of a 0.23 in. OD 45 kW Watlow heater with
a 3 ft heated length surrounded by a 0.37 in. ID stainless steel
tube. Sodium flowed vertically upward in the annulus in which a
spacer wire was employed having a diameter of 0.062 in. and a
pitch of 12 in. A 10 in. unheated region existed between the top of
the 3 ft heated section and the plenum. The axial distance, Z, is
measured positive upward (downstream) from the top end of this
heated region. In the spatial region of interest for IB superheat
tests, =6 = Z < 10 in.. 22 chromel-alumel thermocouples were
welded to the outer tube wall. Sixteen void sensor probes (voltage
taps) were also welded to the tube wall in this region. Resolution
was better than one in. These sensors did not distinguish between
argon gas and sodium vapor, thus a recorded void was only
known to be nonliquid. The technique employed in measurement
of the location of initial test section voiding was an improvement
upon the method originally presented by Grass [7]. Using a 60 Hz
a-c potential (less than 1 V) axially across the test section to re-
place the d-c¢ potential previously employed (7] it was possible to
place grounded thermbcouples on the test section wall. This ar-
rangement provided the relatively fast thermocouple response de-
sirable for the transient superheat tests. The scheme was facili-
tated by using an integrating digital voltmeter (to reject the 60
Hz a-c voltage) with a computerized data acquisition system. The
details of this technique are given in reference [20].

Measurements during a test were recorded via a Hewlett Pack-
ard 2116 B high speed computerized data acquisition system. A
complete set of thermocouple and flow meter data was taken
every 2.3 s. Prior to boiling, the 16 voltage signals were monitored
at 0.016 s intervals. The computer was programmed to detect ini-
tial nucleation, record its axial location, allow the system to boil

Nomenclature
(7 = mass velocity, Ihy, /hr-112 o = surface tension, Ih/ft IN = test section inlet
P = pressure, psia L = bulkliquid
R.R" = radius of curvature of surface cav- Subscripts OUT = test section outlet to plenum
Ity interface. {1 b = bulk liquid P = plenum

T = temperature, deg F g = inert gas SAT = saturation

V' = sodium velocitv, ft/s [ = initial steady-state operating con- v = sodium vapor

7 = axial location. ft dition w = heated wall
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for a preseribed time interval, and finallv terminate test section
power. The last task lengthened the test section lifetime.

Test Procedure

The system operation procedures were an integral part of the
superheat tests and were used to control the inert gas content in
the system. The experimental facility was filled under vacuum
with sodium contained in the svstem dump tank at 400 deg F and
a pressure slightly above atmospheric. The system was brought to
the following conditions prior to test series A: test section—inlet
600 deg F, outlet 900 deg F, velocity 17 fps, heat flux 7 X 10° Btu/
hr-ft2, by pass closed; plenum-—900 deg F, 15 psia.

All tests reported were performed with a plenum gas pressure of

15 psia and a sodium oxide level of == 15 ppm. Prior to the first
boiling test it was desired to have the sodium in the plenum satu-
rated with argon gas simulating steady-state reactor operation.
The loop operation time required to achieve this inert gas equilib-
rium was estimated at 20-30 hr. Thus, the loop was operated for
30.5 hr under the reactor simulation conditions specified above
prior to the first test. This operation also served to establish the
svstem P-T history.

In all tests, boiling was approached in a manner indicative of a
flow coast down situation, perhaps one of the most credible forms
of abnormal reactor operation. The test section velocity was re-
duced linearly as a function of time. The deceleration was 0.2
ft/s? in all tests. This approach to boiling corresponded to a tem-
perature ramp at Z = ( that increased from 200 deg F/min to
2000 deg F/min during the transient. During the flow coast down
the test section inlet temperature, plenum temperature and pres-
sure, and test section heat flux remained constant. The test sec-
tion temperatures and flow were recorded during the flow coast
down prior to boiling while the void sensor outpuis were moni-
tored. The computer was programmed to define initial voiding via
a predetermined deviation in potential between adjacent voltage
taps. The coast down duration was approximately I min from
commencement to boiling inception which occurred at a velocity
of approximately 4.5 fps. Subsequent to boiling detection and re-
cording of the axial location of initial nucleation the flow coast
down continued, and test section temperatures and flow contin-
ued to be recorded. Test section power was terminated 2.7 s after
boiling inception; the velocity was then manually held at a con-
stant value. Finally the svstem was returned to steady-state oper-

Table 1 Pretest history and superheat data

RUN
NUMBER

TIME FROM
LOOP FILL
(HRS)

HAXI
BU

INCIPIENT BOTLING
BULK SUPERHEAT
(°F)

O
"

R
P
R e

00

400
400

700
00

400
300

700

20,0
20,1

120
150

49
100

30

36
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Fig. 2 Zero superheat test data

ation with parameters set to the original values as previously de-
lineated.

Subsequent to the first test, the svstem was again operated in
the steady-state mode for a prescribed length of time before the
second test was performed. This procedure was followed to allow
the inert gas concentration in the wall cavities to return to equi-
librium and to re-establish the P-T history imposed by steadv-
state operation. The second test was performed In a manner iden-
tical to the first test. Since the time period between tests neces-
sary to obtain inert gas equilibrium in the wall cavities was not
known the steady-state operating time between tests was varied.
Twentv-six tests were performed in this series, test series A. The
system was run continuously from initial sodium fill to comple-
tion of the test series.

Experimental Results and Discussion

The sodium superheats measured in all tests of series A were
identical and equal to zero. After the initial operational period of
30.5 hr, the duration of operation between tests varied from 20.4
to 0.1 hr as given in Table 1. Typical transient measurements and
results are shown in Fig. 2 where the time scale is relative to the
inception of hoiling. In the test represented in Fig. 2, boiling was
first detected 3.9 in. above the top of the heater, Z = 3.9 in.
Thereafter, all test section temperatures in the instrumented re-
gion approached a relativelv constant value indicative of bulk
boiling. The velocity shown was recorded on an analog svstem:
the electromagnetic (EM) flow meter was located at the test sec-
tion inlet. After a short delay subsequent to boiling detection, the
velocity decreased more sharply as voids were formed. In general.
this result 18 consistent with the results presented in references
{21, 22] for a single test empolying a flow coast down rate faster
by approximately a factor of three. After power termination, the
velocity returned to the original linear decline until the coast
down was terminated. The same temperature data were replotted
in Fig. 3 at several times relative to boiling inception. The tem-
peratures shown in Figs. 2 and 3 recorded on the outer. insulated,
test section wall differ from the bulk sodium temperature. This
condition is a result of test section heat loss. However, using the
recorded test section temperature profile after the establishment
of bulk boiling as the saturation temperature distribution at boil-
ing inception minimized the error incurred in the calculation of
the bulk superheat. For example, the sodium bulk superheat was
caleulated in test run A.6 as the difference in measured tempera-
tures at times 0 and 1.3 s. as shown in Fig. 3. The IB superheat at
Z = 3.9 in. is seen to be near zero (slightly subcooled}. The maxi-
mum superheat in the test section at the time of IB, occurred at
Z = 0.5 in. and was also approximately zero. A distinction be-
tween these two superheats is made in Table 1.

The data for all 26 test runs of series A were similar to the data
of Figs, 2 and 3. The location of initial nucleation varied while the
superheat remained near zero. Nucleation occurred over the axial
range in the test section from Z = —1 in. to Z = 5 in. indicating
that no preferential nucleation site existed in the test section. As
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Fig. 4 High superheat test results

seen in Fig. 3, sodium in this portion of the test section reached
saturation conditions approximately concurrently.

The results of test series A showing consistently zero superheat
might at the outset be attributed to any of several parameters.
For example, boiling was obtained at a velocity of approximately
4.5 fps. The results of references (11, 17], although obtained under
different parametric conditions, imply that zero bulk superheat
would be expected at a velocity greater than about 4 fps. How-
ever, this as well as most other parametric considerations that
might account for the zero superheat test results are not indepen-
dent of the manner in which tests are conducted. Test runs
A.19-A .26 were performed in relatively close succession as shown
in Table 1. Some tests were separated by only 0.1 hr. As men-
tioned in reference [14], repeated boiling runs of this type have
generally been observed to occur at increasingly higher super-
heats. This result has been attributed to deactivation of wall nu-
cleation sites and to loss of inert gas from the wall sites. The re-
sults of test series A did not exhibit this trend. Based on this
finding and the occasional observation of relatively large inert gas
bubbles in the test section, nucleation was suspected to have oc-
curred from gas bubbles in the bulk liquid. The presence of these
nucleation sites, although too small to be effectively measured via
the voltage tap instrumentation, would account for the repeated
zero superheat results of test series A, Although no measurement
was made of which nucleation sites were active (gas bubbles or
wall cavities) the results of test series B indicated that the zero
superheat observed in series A was a direct consequence of inert
gas in the system.

Test series B was performed with the primary objective of ob-
taining a high test section superheat at boiling incipience. These
tests served as a system control showing that zero superheat was
not peculiar to the test facilitv. In addition, this test series sup-
ported the contention that the zero superheat of series A was not
due to any system parameter other than the inert gas. Test series
B was conducted with all parameters identical to those of test se-

362 / AUGUST 1974

L e e N A A B R S S R

1500

b

|
-
BOILNG
NITIATION

TERMINATION

1200 12t 12700
J’“ Pp- 15

10O ol-08 e psia
Al 7 RUN E.f

wooborn bl L L L b )
-0 -8 -6 -4 -2 0 2 4 6 8 012
TIME | sec

Fig. 5 Superheat test data from pot type operation

ries A. There was only one procedural difference. Test B.1 was
performed after 0.8 hr of steady-state loop operation subsequent
to sodium fill in contrast to 30.5 hr prior to test A.1. This proce-
dure affected the inert gas content of the sodium; test series B
was performed with far less argon dissolved in the sodium than in
series A, It was unlikely that inert gas bubbles would be present
in the test section as in series A, and none was observed in series
B. Nucleation in test series B was helieved to have occurred from
test section wall cavities with a low inert gas pressure. The maxi-
mum test section superheat measured in test B.1 was 120 deg F;
150 deg F superheat was obtained in test B.2 0.7 hr later.

The results of test B.2 are presented in Fig. 4. The IB superheat
was 60 deg F at Z = 7.1 in. while the maximum test section su-
perheat was 150 deg F at Z =~ 0 in. This later superheat is of rela-
tively high magnitude and as discussed in the foregoing was ob-
tained under conditions similar to test series A. The important
parameter, varied between the two test series, was the inert gas
content in the sodium.

A pot-type LMFBR having a sodium-argon interface several
hundred deg F lower than the maximum system temperature is
not expected to display consistently zero superheat at boiling in-
ception independent of other svstem parameters. Thus, test series
C was performed utilizing a low plenum temperature. This condi-
tion was obtained by test facility operation with the test section
by-pass open, maintaining the plenum temperature at 700 deg F.
The scheme was representative of pot type reactor operational
conditions. The test procedure was identical to series A, and the
steady-state parameters were as given previously with two excep-
tions. The steady-state pretest velocity was 13 fps corresponding
to a test section heat flux of 5.5 X 105 Btu/hr-ft?. (The test sec-
tion inlet and outlet temperatures were 600 deg F and 900 deg F,
respectively, and the plenum temperature was 700 deg F.) The
duration of the flow coast down transient was approximately 45 s
from commencement to boiling inception; the same deceleration
of 0.2 ft /52 was employed as in previous tests.

The system was filled and operated at steady-state for 34 hr
prior to test C.1 wherein moderate superheat was obtained as
given in Table 1. A second test, C.2, was made 8 hr later. As a
control, the system was dumped, refilled several days later, and
test series D was performed. Series D was similar to series A in all
respects; the superheats were zero. The loop was then dumped,
refilled after several days, and test series E was performed similar
in all respects to series C.

The superheat results of tests C.1 and E.1 were similar; the re-
sults of E.1 are shown in Fig. 5. Bolling initiated at Z = —0.8 in.
in both tests and the maximum test section superheat at boiling
inception was 30 deg F-40 deg ¥. insufficient data were available
to determine the cause of the different superheat obtained in test
C.2.

It was desired to compare the superheat data to the prediction
of the P-T history model as presented in references [6, 23]. How-
ever, none of the data from test series A and B was applicable.
The suspicion of nucleation from gas bubbles instead of wall cavi-
ties in series A and the nonequilibrium plenum inert gas concen-
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tration in series B precluded the use of these data. Test series C
and E were performed with a low, but equilibrium, inert gas con-
centration in the sodium. Although the data are limited, the re-
sults of tests C.1 and E.I were compared to the P-T history model
for predicting [B superheat.

Theory

Boiling was assumed to occur when the forces due to vapor
pressure and inert gas inside a cavity in the surface of the test
section heater became larger than the opposing forces due to lig-
uid sodium pressure and surface tension. Such prediction of nu-
cleation from wall cavities requires knowledge of the radius of
curvature of the liquid-vapor interface in the cavity at IB as well
as the partial pressure of argon gas in the cavity. The P-T history
theory provides a method for calculating the radius of curvature,
and various models have been used to account for the inert gas
pressure (3, 4, 6, 23]. For application to test series C and E, the
inert gas models discussed in references {6, 23] which utilize the
inert gas equilibrium condition prior to testing were employed.
Operating at steady-state the radius of curvature of the liquid
vapor interface in the nonwetted cavity was calculated from

20(T,(2))
7Y = PT(2) = BT, 2))

R(Z) = = (1)
P
1
where T is the initial heater wall temperature under steady-state
conditions. Assuming that the plenum sodium was saturated with
argon gas, the mass fraction of argon was calculated from Henry’s
law. Then under the assumption that the mass fraction of argon
was constant throughout the experimental loop, the partial pres-
sures of argon in the cavities were also calculated from Henry’s
law. '

PATHZ)) = PE(T,)/K(T(2) @

where K is the Henry’s law constant. Combining equations (1)
and (2), R'(Z) was computed from the steady-state distributions,
Ti(Z) and Pi(Z). The result of this calculation for tests series A is
shown in Fig. 6 using idealized temperature distributions that
were linear across the 3 ft heated length and constant at 900 deg
F in the 10 in. unheated region. Boiling is assumed to initiate
during the flow coast down test when the following relation was
first satisfied in the wetted cavity.
. o . 20

PATE) + PUTEZ) = Po(2) + _}%ﬁ)@_ 3)
The heater wall temperature (cavity temperature), 7(Z), corre-
sponds to a time during the transient when the liquid pressure is
Pi(Z). The radius of curvature, R(Z), in the wetted cavity at
boiling incipience was assumed to be related to the nonwetted ra-
dius, R, by a relation of the form

R/R' = constant 4

It remains to model the inert gas in the cavity during the tran-
sient to complete the superheat prediction via equation (3). Two
models were employed representing extreme conditions.

Model 1. It was assumed that the inert gas in the cavity was
in constant mass equilibrium during the transient and that the
partial pressure, P, could be calculated via Henry’s law. The re-
sult was

PAT(2))

£

= PK(T)/K(TI(Z)) (5)

Model 2. It was assumed that the transient was relatively fast
such that the mass of inert gas in the cavity was unaltered from
its steady-state value. Using the perfect gas law yielded

PATZN = PT(ZNT(2)/THZ) (6)

Since the time constant for diffusion of inert gas from the cavi-
ties is large compared to the rate of the transient, gas model 2 is
likely to be more representative of the experiments than model 1.
Results from model 1 are similar to predictions made by neglect-
ing inert gas in the surface cavities.

Values of the radius ratio, K/R’, in the range of 0.342 to 1.0

Journal of Heat Transter

have been presented {4, 5, 6, 23] for use with sodium, and super-
heat predictions employing a value of /R’ = 1.0 appear to repre-
sent the data most consistently. Two values of this ratio were
used in the present calculations, R/R’ = 0.342 and 1.0. Four pre-
dictions of the superheat required for nucleation were obtained
from equation (3) using the two gas models, equations (5) and
(8), and the two values of R/R’. The results applied to test series
A are shown in Fig. 6 at a time during the flow coast down when
the mass velocity was reduced to 9.2 X 10% Iby /hr-ft? from its ini-
tial steady-state value of G; = 3.07 X 10° lbay/hr-ft?. The ideal-
ized bulk (7%) and heated wall (T\.) temperature profiles are
shown., The wall temperature was calculated from a heat balance
employing a constant empirical heat transfer coefficient in the
test section. The temperatures required for nucleation calculated
from gas model 2 fell below the saturation temperature. This re-
sult implies that inert gas bubbles will nucleate from the cavities
prior to reaching saturation conditions, and boiling will occur at
zero superheat. Boiling is predicted to occur at the time when the
wall temperature first equals the required nucleation temperature
at some location in the test section, i.e., when equation (3) is first
satistfied by some T(Z) at time, t, and axial location Z. The wall
temperature at the time corresponding to Fig. 6 is seen to equal
the saturation temperature at Z = 0. The prediction of gas model
2 is that boiling would occur at Z = 0 at this time.

Employing gas model 1, the intersection of T and the required
temperature for nucleation occurred at Z = 0 at a time later in
the transient than represented in Fig. 6 with a superheat greater
than zero. This condition may be inferred from Fig. 6. However,
the wall temperature distribution employed in the calculation
was an idealized estimate of the system transient temperature
profile. The temperature measurements shown in Figs. 3 and 4
indicate that the axial wall temperature distribution in the test
section was similar to the predicted nucleation temperature
curves (shown in Fig. 6) in the region near Z = 0.

Under this condition it is equally probable that nucleation will
occur anywhere in the superheated region of the test section.
Equation (3) would be satisfied in this entire region at approxi-
mately the same time, and the experimental results are consis-
tent with this observation. Due to the uncertainty in the predic-
tion of the location of boiling inception, the wall superheats were
calculated (using the idealized temperature profiles) at two loca-
tions, Z = 0 and Z = 10 in. and are given in Table 2. These su-
perheat predictions are wall superheats. Bulk superheats were ex-
perimentally measured and predicted values are given in Table 2
at conditions of interest.

As previously discussed, nucleation in test series A was sus-
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Fig. 6 Superheat prediction
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Table 2 Predicted superheat
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pected 1o have occurred from gas bubbles rather than wall cavi-
ties. However, it is of interest to note that assuming nucleation
from wall cavities, zero superheat was predicted using gas mode]
2. This result was also obtained in reference {19].

Equation (3) was applied to the conditions of test series (" and
E. In this case, both gas models 1 and 2 predicted superheats
greater than zero at boiling inception. The same uncertainty in
predicted location of incipient boiling was encountered in test se-
ries C and E as was found in series A. Thus the predicted values
of superheat are given in Table 2 for two axial locations, Z = 0,
and Z = 10 in. The maximum IB bulk superheat predicted at Z
= 0 using gas model 2 and B/R’ = 1.0 was 56 deg F for test series
Cand . The corresponding measured values were 30-40 deg F.

As presented in Table 2, the superheat predictions were sensi-
tive to the gas model and the radius ratio emploved. Gas model 2
with R/R" = 1.0 gave results closest to the data.

Conclusions

[t was demonstrated that in a LMFBR loop type system oper-
ating at steady-state for a period of time long enough to establish
mass equilibrium of inert gas the superheat at boiling inception
following a svstem transient was zero. Based on experimental re-
sults and consistent with previous predictions |1, 19] the zero su-
perheat result was attributed to inert gas in the system. These
tests were conducted with system parameters of heat flux, veloci-
ty. pressure, geometry, liquid purity, surface condition, pressure-
temperature history, inert gas content, temperature ramp, and
approach to boiling set at single prescribed values in the range of
interest for nuclear fast reactor application. Extension of the ex-
periments to include variations in svstem parameters, remaining
in the range of interest to LMFBRs, would he expected to vield
the same zero superheat result due to the inert gas. However. this
condition remains to be demonstrated.

Sodium superheats from zero to 150 deg F were obtained hy al-
tering the system preboiling steady-state operating time thereby
influencing the inert gas content of the sodium. These results
were obtained at velocities ahove 4 {ps which have been reported
{17} to consistently produce near zero superheat in another exper-
imental program.

Superheat data obtained under pot tvpe LMYFBR operating
conditions were compared to predictions including the effect of
inert gas in the wall cavity nucleation sites. The sensitivity of su-
perheat predictions to parameters of gas model, radius, R’ and
radius ratio, R/R’". was demonstrated. However, using reasonable
conditions of gas model 2, R’ determined from the system P-T
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history, and R/R’ = 1.0, the theory compared well with the limit-
ed data obtained under pot-type operation.
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The Influence of Twisted Tapes in
Subcritical, Once-Through Vapor
Generators in Counter flow

The swirl flow of Freon 12 in a tubular heat exchanger, indirectly heated by forced con-
vection of water in an annular gap, s studied. Two identical situations are compared,
with and without a twisted tape, to deduce the influence of the swirl flow in the particu-
larly interesting boundary condition of indirect heating by another fluid (and not simply
of uniform Joule heating). The heat transfer is greatly increased by the swirl flow, up to
a factor of two at the burnout or dryvout point.

Introduction

The need to increase power densities in heat exchangers has led
to the use of twisted tapes as swirl flow promoters; this is particu-
larly attractive in once-through boilers. Previous research efforts,
some conducted by the present authors and performed mostly
with electrically heated test sections with part of the power dissi-
pated by the inserted tape itself, have clearly indicated that the
insertion of twisted tapes generally increases the burnout quality.
The temperature jump at the burnout or dryout point is de-
creased, and the wall temperature oscillations near the burnout
point are reduced.

The uniform Joule heating of the test sections may indeed be a
rough approximation of the indirect heating by a secondary fluid
(like in sodium steam generators for fast reactor plants) [1].!
Electric heating does present many experimental advantages of
simplicity [2-5], but it may lead to some errors, especially with
those fluids which have a small heat of vaporization and a ten-
dency toward thermodynamic nonequilibrium (Freons for exam-
ple).

The present experiments were performed with a vertical,
straight test section with Freon 12 flowing upward in once-
through flow, heated by water in forced convection downward
flow in an external annular gap (Fig. 1). In this test section it is
possible to insert a twisted tape in the inner tube, so to have two
reference situations, i.e., one with twisted tape and one other
without, with all other parameters being kept constant.

Freon enters as subcooled liquid and exits as saturated or
super-heated vapour. Forced flow of pressurized water in the ex-
ternal annular gap has been selected for its high heat transfer
coefficient. This selection provides a certain similarity with sodi-

UNumbers in brackets designate References at end of paper.
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um heated steam generators for fast reactor plants, where the so-
dium (shell side) corresponds to the water (annular gap) and the
vaporizing water (tube side} corresponds to the Freon 12 (tube
side).

Experimental Apparatus and Procedure

The experimental apparatus shown in Fig. 1 consists of two
coupled stainless steel loops. The first loop (left side} is the Freon
loop in which vaporization of the fluid takes place within the test
section. A water cooled condenser, a piston pump, and a preheat-
er are the other main components. The water loop, which in-
cludes a centrifugal pump and a heater as the main components,
is operated at 30 atm. The inlet temperature of the water in the
test section is fixed during a given test by adjusting the power to
the heater. A detailed description of the loop is available in [6] to
which the reader is referred for further description.

The test section was made of stainless steel. The inner tube
had an inner diameter of 0.756 c¢m and a wall thickness of 0.02
cm; the outer tube had an inner diameter of 1.576 cm. The outer
tube was externally insulated to minimize heat losses. Along the
external wall of the outer tube were fixed 20 wall thermocouples,
axially 10 cm apart, with the bead penetrating within the wall as
shown in Fig. 2. The heat transfer length of the test section was
200 cm. Fig. 2 shows the dimensions of the cross section, together
with the dimensions of the twisted tape (thickness = 0.02 cm).
The twist ratio v = 4.4 (180° twist length/inner diameter) of the
tape is typical of that used in studies of single-phase and two-
phase swirl flow [7].

All the signals from the loops (temperature, pressures, flow-
rates) are periodically scanned and printed by a data logging sys-
tem, with a period of about 20 sc.

Consider now the two reference situations, with and without a
twisted tape, for the same specific mass flowrate and pressure of
the Freon at a constant specific mass flowrate of water, but with
gradually varving water inlet temperature. First of all, it is im-
portant to remark that the two coupled loops had to be operated
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very slowly, through quasi-stationary equilibrium states, to avoid
unstable conditions.

A typical experimental diagram is shown in Fig. 3, in which
two typical situations are compared. It can be seen the insertion
of twisted tapes has increased the heat exchanged, so that in the
swirl flow case at the outlet there is superheated Freon vapor,
whereas for the same conditions, in the straight flow case, the
outlet Freon temperature remains at the saturation value.

From the wall temperature profile of the water side, even ac-
counting for the external heat losses, it is not possible to deduce
the axial heat flux profile from the various local heat balances.
This is due to a certain scatter in the experimental points. This
scatter could be reduced by reducing the water flowrate, thereby

increasing the overall water temperature difference. However, it
was impossible to do this without affecting the heat transfer to
the Freon. This drawback of the present work is very difficult to
overcome. If the heat flux profiles could be obtained, much infor-
mation about the burnout power, the post burnout heat transfer,
etc. would be available, In the absence of this information, other
trends, rather general in character, have been inferred from the
experimental sets of data.

Experimental Results

A representative set of the experimental results is shown in
Figs. 4 and 5 for some typical situations with and without the

Nomenclature
W = thermal power exchanged between
D = diameter water and Freon 7 = p/per = reduced pressure
Dy = equivalent hydraulic diameter X = qualtiy . .
N . ) _ ) . . o1 Subseripts
7 = freon specific mass flowrate v = tape twist ratio (180° twist length/
h = heat transfer coefficient (wall-to- inner diameter) B.O. = burnout (or dryout)
Freon) « = swirl flow geometric parameter cr = critical
H = enthalpy ¢ = heat flux to Freon (through inner in = inlet
L = length, heated length surface of Freon tube) Jh = Joule heating
p = pressure I" = total mass flowrate out = outlet
Re Reynolds number A = latent heat of vaporization sat = gaturation
T = temperature u = dynamic viscosity tt = twisted tape, swirl flow
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twisted tape insert. On the left side of each graph the Freon out-
let temperatures are plotted versus the total heat transfer be-
tween water and Freon; on the right side the heat transfer is plot-
ted versus the inlet temperature of the water.

Each diagram refers to the same Freon reduced pressure ()
and to the same specific mass flowrates of Freon and water (G).
The right-hand curves are roughly similar to the classical Nuki-
yama boiling curves, except that in this case the heating medium
temperature is the independent variable.

In some of the diagrams, on the right side, the ratio of the heat
transfer for the water side to that for the Freon side is presented.
This ratio is very close to unity, and the dispersion of the repre-
sentative points gives an idea of the experimental accuracy.

Some observations may be made relative to the water side
curves in Figs. 4 and 5:

— The curves (with and without tape) have an initial, almost
overlapping portion which generally corresponds (see Freon outlet
temperature curve) to different boiling regimes. The initial
change of slope corresponds presumably to the transition from
forced convection to nucleate boiling. It may be concluded that
there is no significant influence of the swirl flow in subcooled and
low quality boiling. This is in agreement with the results given
recently in {11].

— The two curves have a similar trend: the heat transfer in-
creases with increasing Tin of water, up to a maximum, which
may be called more or less properly, Wio. (burnout, or dryout
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are terms used as synonyms), then decreases to a minimum, to
increase again at higher water temperatures. For both straight
and swirl flow, this may be regarded as a kind of burnout which
propagates upward and reduces the heat transfer.

A low heat transfer film boiling may be envisioned which origi-
nates initially at the outlet (Freon side) of the test section and
propagates upward, increasing the water temperatures, up to a
minimum value of heat transfer. The increased water-Freon tem-
perature difference then enhances the total heat transfer through
different transfer mechanisms.

—  The two maxima, Wueo and Wi, differ greatly, with
Wi.o.n always > Wi, Also, the corresponding wall tempera-
tures (Freon side, at the outlet, deduced from the water inlet
temperatures). Tou . noo  and T.. o are different, with
Toiwo.- = Tuono.. In addition, the “straight flow” curve has
often a narrower peak, showing a stronger dependence of the rela-
tive film boiling regime on the wall temperature.

— The “swirl flow” maximum Wi.o. frequently corresponds
to a Freon outlet equilibrium quality X 2 1 as is apparent from

the Freon outlet temperature curve.

— The “straight flow” maximum Wy corresponds to a
Freon outlet quality X <1.

— The decreases AW of W after the “burnout’ points (see
Fig. 4) are such that:

— Finally, the swirl flow curves are all situated well above the
straight flow curves, clearly indicating a better overall heat trans-
fer with the turbulators in all flow regimes.

Fig. 6 shows the ratios of the exchanged thermal powers for a
particular situation, ranging from 120 percent to ~170 percent
and approaching higher values in the temperature interval be-
tween the two burnout points.

The maximum heat transfer for the two reference situations is
presented as a function of reduced pressure in Fig. 7. The overall
“gain”’ of 30 to 80 percent obviously looks very interesting.
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The improvement in burnout qualities with the twisted tape is
given in Fig. 8. The relative gain in the burnout quality ranges
from 55 to 90 percent. This gain might be easily translated to a
reduction of heat exchanger length in commercial steam genera-
tors.

The wall temperature of the Freon tube at which Wi, for in-
creasing inlet temperature of water first begins to decrease has
been designated as a burnout wall temperature 7. ... This is
not strictly correct as Tiw.im.0.0t. refers to the Freon outlet section
(corresponding often to Freon superheats), while the burnout or
drvout point may be substantially upstream. Nevertheless,
T w0, the wall temperature corresponding to Wi« ., has an
indirect physical significance and is shown in Fig. 9. Fig. 9 synth-
esizes how the difference in the burnout temperatures which is
significant (~50 percent of Typ.o.) at low pressure decreases
monotonically until it disappears at higher pressures.

It is interesting to compare the burnout powers in straight and
swirl flow for this experimental system with the burnout powers
predictable by the available correlations for Joule heating. A re-
cent paper by the present authors [8] suggests the following corre-
lation to predict Freon 12 burnout in straight, vertical ducts uni-
formly heated by the Joule effect over the entire range of pres-
sure.

. @ Ny o 174 - x
Wooon = ‘1’ ] /)" AT(1 574 ﬁv)ﬁ (1)
L
= 1 .
with: « ST b s 0.6(~ - 1) ("iph!
(O i
‘100>

(Ging/em?s; Dincm).

The indexes Jh which have been added to Wi .. mean “Joule
heating.”

A comparison between the suggested correlation and indirect
heating by another fluid is shown in Fig. 10 for straight flow.
There is a positive difference, Wi 0. being higher than Wi by
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10 to 30 percent. This difference mav be due to a more gradual
heat transfer which takes place in the indirect heating which thus
allows a higher burnout power.

Consider briefly, now, the other typical heat transfer regimes,
besides bulk boiling. As is well known, in a subcritical, once-
through flow the following main heat transfer regions may be dis-
tinguished:

- the inlet, forced convection regions of subecooled liquid up
to the incipient subcooled hoiling;

-— the bulk boiling region with net vapor generation from the
point X = 0 to the dry-out point;

— the outlet, forced convection region of superheated vapor
from the point X ~ 1 to the outlet section.

In this subdivision the post burnout region from the burnout
point to the point X =~ 1, in which droplets of liquid are en-
trained in the vapor phase, has been neglected. Obviously the rel-
ative importance of this region decreases as the burnout quality
approaches unity, which happens (Fig. 10) more with indirect
heating than with Joule heating, and more (Fig. 8) with swirl flow
than with straight flow.

The measurements of the heat transfer coefficients in both the
liquid phase and in the vapor phase have been performed keep-
ing. respectively, the liquid all subcooled and the vapor all super-
heated through the whole test section, from inlet to outlet.

The influence of the twisted tapes in the forced convection re-
gion of subcooled liquid is shown in Fig. 11. In the case of swirl
flow the Reynolds number is computed as

v
Re = Re,, -

where «, which takes into account the increase of velocity due to
the swirl flow, at the same (. is defined as

) st e
(4ye o 7o)

2v
The increase of the forced convection heat transfer in swirl flow is

evident and approaches, in the investigated Reynolds number
range, 100 percent.
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Considering the forced convection region of superheated vapor,
and comparing the heat transfer coefficients at the same Reyn-
olds numbers (Fig. 12), the advantage of swirl flow is evident but
there is only about a 40 percent increase. In the diagram a few
data points have been plotted at different pressures, which are
not sufficient to delineate a trend, but only to denote a systemat-
ic increase of h( with respect to h.

Conclusions

In the study of swirl flow in subcritical, once-through vapor
generators, the axially uniform Joule heating is only a rough ap-
proximation of the real boundary condition of heating with an-
other fluid, in which the heat flux profile may not be uniform.
Using a counter-current experimental device with a Freon loop
and a water loop, coupled in a two-fluid test section, the following
general observations may be drawn:

— In the forced convection region of subcooled liquid, the in-
sertion of a twisted tape results in a doubling of the heat coeffi-
cient.

— The increase of the burnout power in the hoiling region in
swirl flow with respect to straight flow is very high (~200 per-
cent) and rather independent of the pressure (up to the critical
pressure)

— Burnout powers in straight flow are somewhat higher (10~
30 percent) than those predicted with equation (1) obtained
employing uniform Joule heating of test sections (Fig. 10)

— The relative increase of burnout qualities in swirl flow with
respect to straight flow ranges from 20 to 90 percent (Fig. 8)

— The burnout wall temperatures at burnout in swirl flow in-
crease by 50 to 200 percent, with a weak pressure dependence

— In swirl flow, on increasing the wall temperature, the up-
stream propagation of the film boiling regime is much more grad-
ual

— In the forced convection region of superheated vapor swirl
flow increases the heat transfer coefficient, but to a much smaller
extent than with subcooled liquid
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In conclusion, it may be said that a swirl flow in subecritical,
once-through vapor generators seems a very promising means to
increase the heat transfer and the power densities, thus reducing
the capital costs. The present experimental work covering a very
wide pressure range up to the critical value, strengthens this
opinion.
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Continuous Slug Flow in Vertical Tubes

A method of simulating the behavior of continuwously stugging certical columns s pre-
sented. Slugs are introduced ai regular time intervals at some reference lecel near the
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bottom of a column and their subscquent motion and coalescence is simulated numeri-
cally. Experiments on coalescing slug pairs are used to supply information on slug inter-
actions, while the relationship between slug length and volume (s obtained from experi-

ments on single stugs. The numerical predictions are in reasonable agreement with ex-

perimental results for continuously slugging liquids.

Introduction

Although considerable attention has been devoted to nonin-
teracting gas slugs rising in confined liquids, there has been little
work on interactions between slugs. There are no methods cur-
rently available for predicting slug properties for two-phase sys-
tems in the slug flow regime. a regime of considerable importance
for fluidized beds and in two-phase heat transfer applications.

In the present paper, a method is given for predicting the dis-
tribution of gas slugs in a liquid in a column about 1 in. in diam-
eter or larger such that surface tension forces play a negligible
role [1].1 The model is conceptually similar to a model used to
predict the motion and coalescence of vertical chains of bubbles
in fluidized beds [2]. Contrary to the earlier case. the effect of one
shug on the following slug must be found empirically, while for-
ward interactions and second order interactions may be neglected
for slugs but not for unconfined bubbles. In addition, the change
of shug shape with slug volume must be taken into account.

Coalescence Of Slug Pairs

Moissis and Griffith [3] found that when two slugs rise simulta-
neously through a vertical tube, the rear slug accelerates and
eventually reaches and coalesces with the leading slug. Theoreti-
cal analysis of this phenomenon is complex. and a simple account
of slug interaction like that for bubbles in fluidized beds [4, 5] is
not presently available. A more empirical approach has therefore
been adopted. in which the relative velocity between two slugs
has been measured as a function of separation, column diameter,
and liquid properties.

Moissis and Griffith report similar experiments for slugs in
water. In their experiments, two slugs were injected into a tube
and the leading slug was held stationary by downward liguid flow
while the motion of the second slug was recorded by cinephotog-
raphy. The velocity of slug 2 relative to slug 1 was found to be
given by:

Ugp/Ugy = 8 exp(~1.06 x/D) (1)

I Numbers in brackets designate References at end of paper.
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where Uy; is the rise velocity of a single slug and x the distance
between the nose of slug 2 and the tail of slug 1 (see Fig. 1).

The validity of equation (1) for slugs in free rise is so far unin-
vestigated. Moreover, equation (1) is unlikely to apply for other
systems. We have therefore performed experiments on slug pairs
in transparent acrylic tubes of 2.5 and 5 cm dia. using sucrose so-
lutions to cover the liquid viscosity range from 1 ¢P to 15 poise. In
each case, two air slugs were introduced in rapid succession at the
base of a stagnant liquid column, and their subsequent motion
was recorded by cinephotography. Either a telephoto lens was
used and the camera “panned” to follow the slugs. or the camera
was mounted on a moveable platform and raised at approximate-
ly the velocity of slug 1. Frame-by-frame analysis of the films
gave x as a function of time.

Equation (1) may be written in general form

%T\ =~ Up=—allg e™'? (2)
It is convenient to introduce the dimensionless variables
S=x/D (3)
T =g/ D)? (4)
, 1/2
A= sy Py (5)
b g
and
B=0/D (6)
Kquation (2) then becomes
ds -S/ B
= — ABe™Y (7
dT ¢ )

T = 0 is taken as the instant when S = 0, i.e., when slug 2 touch-
es slug 1. Equation (7) then vields
S =258In (1 'AT) (8)
Values of A and & were determined by fitting equation (8) using
least-squares regression [6]. Two to seven coalescing pairs were
used for each solution. Fig. 2 shows the fitted curve and the re-
sults of two experimental sequences for one solution in the 5 cm
pipe. Equation (8) gives a reasonable representation for all the
solutions examined. No effect of the following slug on the velocity
of the leading slug nor of slug length on Uy could be detected.
Fig. 3 shows the curves obtained for the solutions tested. The
curves form a sequence in order of increasing C = pD(gD)* 2 /u, a
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Fig. t  Two interacting slugs (schematic)

sort of Reynolds number, since the velocity of an isolated slug is
proportional to (¢[))12 (7 8]. The dimensionless interaction pa-
rameters, A and B, are shown as functions of (' in Fig. 4. Fig. 4
also shows a, the dimensionless relative velocity of slug 2 at the
instant when it reaches slug 1. Fig. 4 can be used to characterize
the relative velocity of slugs in systems for which C is known and
surface tension is unimportant.

The curve obtained by Moissis and Griffith is also shown in
Fig. 3. it differs widely from those obtained in the present work.
Although an attempt was made to reproduce the earlier determi-
nations using downtlow of water to stabilize the leading slug, the
first slug tended to wobble and shed small satellite bubbles, while
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Fig. 2 Relative spacing of interacting slug pairs as a function of time: D
=5.1¢m, u = 0.135 poise, p = 1.24gmjcc., C = 3.3 X 107
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Fig3 Regression curves for interaction of slugs in various liquids

the second slug approached more slowly and erratically than
when two slugs were rising through stagnant liquid, It is therefore
concluded that the results of Moissis and Griffith are not applica-
ble to freely rising slugs. Evidently the different conditions in the
fluid at the wall near fixed and freely-rising slugs cause different
velocity profiles in the wake, and hence different behavior of in-
teracting slugs.

Nomenclature
a = dimensionless interaction pa- # = acceleration of gravity Us; = superficial gas velocity
rameter, equation (2) G shape constant defined by equa- Use = velocity of a slug in the absence
A dimensionless parameter defined tion (9) of interaction as defined by
by equation (5) h height above base of column equation (14)
A cross-sectional area of column ke Nicklin constant, equation (14) Vi = slug volume
b interaction parameter, equation Le length of empty column whose x = distance between nose of a slug
(2) volume is equal to shug volume and the tail of the preceding
B dimensionless parameter defined In length of nose portion of slug slug
by equation (6) L = sluglength p = liquid density
¢ velocity coefficient defined by S dimensionless spacing, x/d # = liquid viscosity
eguation {13) t time
(' = dimensionless property group. fo = time between entry of successive Subscripts
pD(gD) 2/ slugs ¢ = atentry
D column diameter T dimensionless time, t(g/1))! 2 k, 1,2 = pertaining to the kth slug, lst
f = fraction of column occupied by u = velocity of a following slug rela- slug, 2nd slug. etc.
slug excluding the nose region tive to the slug ahead due to 0 = surface of liquid in the column
of the slug interaction between the slugs o = beginning of time interval of
F = slug frequency U = absolute slug velocity interest
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Some authors [9, 10, 11] have suggested that there is a stahle
spacing beyond which slugs do not coalesce. The present results
give no indication of such a critical spacing. The relative velocity
does become small at large separations, particularly for low C. A
succession of slugs would therefore rise without coalescence in a
column of finite height so that there might well appear to be a
stable spacing.

Slug Shape

Simulation of a continuously slugging column requires a rela-

tionship between the volume and length of gas slugs. Prediction of

slug shape from first principles is complex [12, 13] so a simplified
approach has been adopted. A slug is considered to be composed
of two portions:

1 A “nose region,

1

of length L,, in which the fraction of the
tube cross section occupied by gas varies with distance below the
stug nose. The shape of the nose region is assumed to be indepen-
dent of slug length, L., provided that L, > L,,.

2 The “slug body.,” in which the slug occupies a fixed fraction,
f, of the column area.

This simple model leads immediately to

L,=/fL,~C (9)
where

L,=4V/rD" (10)

and (5 is a constant for given system properties.

Single slugs were photographed as they approached and hroke
through the stagnant liquid surface for various liquids in 2.5 and
5.1 cm columns. By this means, the slug length, L., could he mea-
sured directly while L, was obtalned from the difference between
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Fig. 4 Interaction parameters as functions of liquid property group

a.7

Fig. 5 Slug shape parameters
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Table 1 Slug shape parameters
Theo-
Tube  Liguid properties , Experimental retical
diam- Den- C shape value
eter  Viscosity sity pgl? parameters of
{cm) (poise) (g ) M & / /
5.1 5.62 1.37 87.9 0.327 0.649 0.56
1.89 1.35 208 0.436 0.738 0.66
0.457 1.30 1030 0.784 0.790 0.77
0.135 1.24 3310 0.645 0.794 0.84
0.01 1.00 36100 0.809 0.738 0.92
2.5 0.07 1.18 2140 0.820 0.790 0.82
0.01 1.00 12700 0.840 0.740 0.90

the surface levels before and after slug eruption. Equation (9) was
found to be an adequate approximation for slug lengths of practi-
cal interest. The values of f and (i, obtained by a least-squares fit
to the measurements, are shown in Fig. 5. For comparison, Table
1 also gives values of f predicted for a liquid film of equilibrium
thickness in viscous flow [12, 14]. Fig. 5 may be used to estimate
slug shape in systems where surface tension effects are negligible.

An alternative method {15] was also tested [6], but agreement
was no better than with the simpler equation. Although use of
equation (9} for the simulation of continuous stug flow ignores the
effect of slug velocity on equilibrium tilm thickness as well as any
distortion which accompanies slug interactions, the overall effect
of this approximation appears slight.

Simulation Of Continuous Slug Flow

In order to simulate a continuously slugging vertical column
(Fig. 8). we make the following assumptions:

(1) Gas enters the column at a steadv flow rate of U.,.A where
Ue is the superficial velocity at the point of entry. Slugs enter
the column with constant {requency and with volume

Ve = Lol o A (11}
where t. is the time hetween successive slugs. At break-away,
each slug nose is at height (h. + Lg,) above the entry point where
Ly is the slug length corresponding to V.. and h. is the reference
level.

(i1) The instantaneous velocity of the kth slug is the sum of
two components,

i . L

= U= Uit (12)
where

Uy = alj o %" (13)

is the relative velocity due to slug interactions as derived above
while

Usp = gDVt kgl (14)

is the velocity which the slug would have if it were not interacting
with other slugs. Values of ¢ and Ak have been measured indepen-
dently for each system (6]. The term k.U, arises from continuity
considerations [16] while a graphical correlation for ¢ has been
presented by White and Beardmore {1}. No allowance is made for
“unhappy slugs,” slugs which cling to one wall of the column and
have their velocities increased by up to 40 percent [17]. There is
no net liquid flow in the column.

(iit)  Slug length and slug volume are related by equation (9)
with f and (& as determined for single slugs.

(ivy  Two slugs coalesce instantaneously when the nose of the
trailing slug touches the tail of the slug in front, i.e., when some
X < 0. The nose of the combined slug coincides with the nose of
the original leading slug at this instant. The volumes of coales-
cing slugs are additive.

(v) The column contains a fixed amount of liquid. The level
of the bed surface therefore rises. Le.,

(15}

during the approach of each slug. When the slug nose reaches the
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Fig. 6 Continuous slug flow: schematic

surface, the surface falls back instantaneously by a distance Viy/
A.

With these assumptions, the velocity of each slug can be calcu-
lated beginning with the top slug whose velocity is

(16)

Analytical solutions may be found to the resulting differential
equations. but. except for the top slugs, these are too cumbersome
for ready use. The equations were therefore integrated numerical-

Table 2

Fluid: dilute sugar solution (x = 0.12 poise, p = 1.23 g/ecc)
Column diameter: 5.1 em

Initial height of liquid: 500 c¢m

Interaction parameters: a = 4.59; b = 8.28 cm

Slug shape: V.’A = 0.794 L. — (0.645

ke = 2110 ¢ = 0.348

(The above values correspond to experimental measure-
ments for one run).

(a) To test different boundary conditions (see Fig. 7):

Ue = 120 em's

Conditions for numerical simulation

Boundary condition: (1 (i) (111)
h,(em) 28.0 117 10.2
fs™h) 18.5 2.4 3.65
L. .{cm)} 1.63 7.1 5.1

(51 T'o test the effect of flow rate (see Figs. 8 and 9):

h, = 102cm, L.. = 5.1 cm
U {cm’s) 6.0 12.0 18.0 24 .0
fols™h 1.78 3.56 5.32 7.10
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Fig. 7 Dependence of slug frequency on inlet condition; conditions are

given in Table 2

ly using the 4th-order Runge-Kutta-Merson process up to each
coalescence, slug exit or slug entry. When one of these events re-
occurred, the indices of the slugs in the bed were adjusted. Details
of the integration procedure may be obtained from the authors.

Numerical Predictions

Three types of boundary conditions were tried:

(i) Slugs were assumed to form at a nozzle with volumes given
by bubble formation studies [10]. The entry length was based on
the measurements of Grace, et al. [19].

(i) Slug frequencies were measured at some level high enough
that the slugs were fully developed (i.e.. the sphere equivalent
bubble diameter was at least as large as the column diameter).
The measured frequency and level were used to provide the
boundary condition.

(i1} 1t was assumed that a distance of h, = 2D is required for
small bubbles to coalesce sufficiently to give full slugs (Ly, = D).
This is the height required to establish slugging in gas fluidized
beds which operate in the slug flow regime {20].

To test these boundary conditions, simulations were carried out
for the conditions given in Table 2. The frequencies used with
condition (i1) were obtained experimentally. In experiments and
simulations alike, at least four slugs were allowed to pass the
level of interest before counting commenced, in order to allow for
start-up effects. The predicted slug frequencies, F, are plotted in
Fig. 7. A slug is counted whenever its nose passes the level in
question.

It is clear from Fig. 7 that the choice of boundary condition
plays a major role in determining slug behavior over a consider-
able distance, though there is little effect by the top of the col-
umn for the conditions in Table 2. For type (i) boundary condi-
tions the initial bubble volume is too small, even at the highest
flow rates, to correspond to fully developed slugs. Hence, the in-
teraction parameters are not accurate at the bottom of the col-
umn. For boundary conditions of type (ii), slugs are assumed to
pass the lowest level of measurement at perfectly regular inter-
vals whereas, in practice, the intervals between slugs are already
highly irregular by this point. Boundary conditions of type (iii)
give a reasonable compromise between the first two types of
boundary condition.

The effect of gas flow rate on slug frequency is shown in Fig. 8
for conditions given in Table 2. The theory predicts regions of
rapid coalescence, where the slug frequency falls off sharply, in-
terspersed with regions where there is little coalescence. Similar
regions have also been noted for vertical bubble chains in fluid-
ized beds [2]. For all four flow rates, little coalescence is predicted
above a height of about 300 c¢m so that an observer might well
postulate that slugs have achieved a stable spacing. Mean slug
lengths, obtained from equations (9) and (10) using a mean slug
volume, UsA/F, are plotted in Fig. 9. Slug length generally in-
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Fig. 8
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creases with gas flow rate and height, whereas slug frequency is
relatively insensitive to gas flow rate as shown in Fig. 8 The dis-
tribution of slug lengths passing a given level was also predicted
to become wider with increasing flow rate and height.

Comparison of Predictions With Experiments

Qualitative features of the predictions, for example the insensi-
tivity of slug frequency to gas flow rate, are in good agreement
with experiment. Quantitative measurements of slug frequencies
and lengths were taken in the 2.5 ¢cm and 5.1 ¢cm columns de-
scribed earlier, by filming sections of the column and counting
the number of slug noses passing given levels (see Table 3). For
relatively viscous sugar solutions, little or no slug coalescence is
predicted and little or none was obtained. When a boundary con-
dition of the third type was employed, however, the predicted
frequencies tended to be too high. This implies either that this
boundary condition is inappropriate or that coalescence takes
place more rapidly than for slug pairs. For the liquids of lower
viseosity (1 and 12 ¢p), observed slug frequencies tend to be high-
er than predicted by the model. Acceleration and growth of slugs

Table 3 Comparison of experimental slug frequencies with

predictions

D » @ U,

(cm) (g/cm?) (poise) (cms)

5.1 1.30 0.51 5.9
9.2
15

2.5 1.32 0.50 9.9
17

5.1 1.23 0.12 6.0
9.2
15

5.1 .0 0.01 4.9
8.1
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Fig. 9 Predicted variation of slug length with height for conditions in
Table 2

due to hydrostatic pressure variation was allowed for by modi-
fying the computer simulation program, but the effect of this ex-
pansion was too small to account for the discrepancy observed.
Some slug splitting occurred in these low viscosity fluids and this.
no doubt, contributed to the discrepancy between experiment and
the model (where splitting was neglected). Another contributing
tactor may have been that slugs did not form cleanly near the
base of the column. Instead, many small satellite bubbles formed

model

Slug frequency, f(s ™1

Model Model
with with
boundary boundary
h Experi-  condition condition
(cm) mental (i1) (1i1)
117 1.2 1.2 1.8
256 0.86 1.2 1.8
442 0.98 1.2 1.8
117 1.2 1.2 2.8
256 1.0 1.2 1.7
442 1.2 1.2 1.3
117 1.45 1.45 2.3
256 1.6 1.45 2.3
40 1.1 1.1 1.8
134 1.3 1.1 1.5
194 1.2 1.1 1.4
40 1.2 1.2 2.8
134 1.2 1.2 1.4
194 1.1 1.2 1.3
117 1.65 1.65 0.89
442 0.71 0.563 .65
117 2.2 2.2 0.68
442 1.3 (.56 (.65
117 2.6 2.6 0.93
442 1.3 0.65 0.58
117 1.6 1.6 1.4
2566 1.3 1.6 1.2
442 1.2 0.62 0.42
117 1.9 1.9 2.4
256 1.5 1.8 1.1
442 1.5 0.60 0.43
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clusters leading eventually to bubbles that were big enough to be
counted as slugs. Thus, the aceurrence or lack of coalescence Is
correctly predicted by the model., while differences between pre-
dicted and observed slug frequencies probably result from phe-
nomena which are outside the scope of the model.

Unfortunately. there are no experimental results in the litera-
ture which permit a more extensive test of the model. Some data
on slug lengths and frequencies are given by Hovmand, et al. [21]
for fluidized beds. However, their column was of square cross sec-
tion and. more serious. it 1s by no means clear what value of (
should be assigned to a [luidized bed. Some indirect support for
the model is provided by the good agreement (see Table 4) be-
tween predicted maximum heights achieved by a liquid column
with heights measured by Grace, et al. {19] for water in a 2.5 cm
column.

Conclusions

The frequency and lengths of slugs passing any level in a con-
tinuously slugging column are predicted using a numerical simu-
lation procedure which takes account of slug interactions. The
relative velocity between slugs and slug shapes are characterized
using simple empirical relationships. The model correctly predicts
the occurrence of coalescence in continuously slugging svstems.
Quantitative agreement between the model and experiment 1s
reasonable in view of the complexity of two-phase slug flow.
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Natural Convective Heat Transfer
Rates During the Solidification and
Melting of Metals and Alloy Systems

Analysis of experiments involving a cvlindrical column of lead in the process of freezing
downward or alternatively, of melting upward from the base of the container, showed
that heat transfer rates associated with Bénard convection are less under transient con-
ditions than at steady-state. Analvsis of experiments involving the freezing of lead-tin
alloys (0.2 — 1.6 wt. percent Sn) showed that the same heat transfer correlation for Bé-
nard convection could be applied, provided the upper bounding “interface” was located
on the solidus tsotherm for planar and cellular allov growth, and on the liquidus, for cel-
lular-dendritic allov growth.

Introduction

In a recent paper, the authors {1]! presented an experimental
study of steady-state Bénard type convection in columns of pure
liquid mercury and lead contained in a vertical cylindrical vessel.
Despite the inherently high thermal conductivity of liquid metals,
turbulent convection was found to prevail under most practical
conditions, and the Nusselt number was correlated to the Ray-
leigh number by the relation:

Ny, = 0.078 (0.68)%/2 Ral/? )

The factor (0.68)1°7 took into account reduced convecting heat
fluxes resulting from wall effects and, as seen, depended on the
height to diameter ratio, L /D, of the enclosure.?

Since natural convection phenomena invariably accompany
many metallurgical processing operatings involving solidification
or melting, the work was extended to study the effect of moving
interfaces on these steady-state heat fluxes (equation (1)). This
particular paper is partly concerned with the effect of upper in-
terfacial movement on Bénard type convection and is of rele-
vance, for example, to freezing ingots or to crust formation on ex-
posed metal/slag surfaces.

Also. since many metallurgical svstems involve the solidifica-
tion of alloys rather than pure metals, heat transfer correlations
such as equation (1) are of limited value unless one can develop a
procedure which recognizes the most freezing interfaces are of a

 Numbers in brackets designate References at end of paper.

21t should be noted that these results were obtained for enclosure
heights varying between 1 and 8 cms and widths between 5 and 8 ems and
would not necessarily be applicable to geometricallv similar, but much
larger or smaller enclosures.
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markedly nonplanar but dendritic character. Thus the present
work also considered the effect of interface morphology on heat
transfer rates so as to determine how the heat transfer relation-
ship (1) could be extended to alloy svstems similar to those stud-
ied here.

Previous Work

1 Natural Convective Heat Transfer in Pure Metal Sys-
tems. A review of the literature shows that solidification rates
have seldom been measured under accurately known heat trans-
fer conditions. Only recently have experimental techniques been
developed that enabled this to be done {2, 3].

Natural convective heat transfer under unsteady-state condi-
tions has been studied by a number of authors. Thus Szekely and
Chhabra {4] considered the effect of laminar natural convection
on the controlled solidification of lead. In this case, the metal was
subjected to a horizontal temperature gradient, a case comple-
mentary to Bénard convection since, in practical instances, natu-
ral convection can often be considered as a combination of the
two ideal cases of horizontal and vertical temperature gradients
(e.g., solidification processes in molds, ingots, etc.). Transient
runs were conducted in which the progression of the interface was
predicted using a numerical solution to Fourier's second law of
conduction and the appropriate heat transfer relationship (Eck-
ert's correlation) for the solid-liquid interface. Since predicted
and experimental results correlated well over the range of freezing
rates studied (R < 1073 cm/s). their work verified the applicabil-
ity of Eckert’s heat transfer correlation to the case of a moving
interface.

Boger and Westwater [5] studied the unidirectional solidifica-
tion of a column of water submitted to Bénard convection. Thus
their work was very similar to the first part of the present study,
but was complicated by the density inversion of water at 4 deg C.
Although a net freezing process was induced, localized melting
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was observed and this was attributed to erratic fluid motion in-
side the convecting liguid. It was found that steady-state rela-
tionships could describe natural convective heat transfer under
these transient conditions.

Various other studies have been made in which che influence of
moving boundaries along with the effect of blowing and suction
on surface heat transfer coefficients have been analyzed [6, 7). For
example, Brian and Hales [7] computed the likely influence of in-
terfacial motion on convective heat transfer coefficients for lami-
nar flow around spherical objects. They showed that enhanced
heat transfer rates should sometimes be expected for the case of
expanding interfaces and phase changes involving contraction
(e.g., freezing), while decreased heat transfer rates should be an-
ticipated for shirnking interfaces and phase changes involving ex-
pansion (e.g., melting).

2. Solidification of a Binary Alloy—Cellular and Cellular
Dendritic Interfaces. Although no work has been previously at-
tempted on a direct determination of the effect of interface mor-
phology on convective heat fluxes to freezing alloy surfaces, the
structural phenomena (i.e., alloy microstructures) resulting from
alloy solidification processes have been extensively researched by
physical metallurgists, and it is appropriate to briefly review the
basic elements of the subject. Thus, at a given temperature, the
equilibrium solute concentration in a freezing alloy is usually less
in the solid than in the liquid. This results in solute being reject-
ed ahead of a growing planar interface. After the freezing process
has reached a dynamic equilibrium, the solute concentrations at
the interface in the solid and liquid are Uy and Co/ko, respectively,
and the temperature at the interface is equal to fs, the solidus
temperature of the allov of concentration Cy.

Since this solidification process gives rise to a solute rich layer
ahead of the interface, this may result in a portion of melt being
supercooled® even though the temperature in the liquid is every-
where above that of the interface. If supercooling does exist, the
planar interface tends to break down and a transverse periodicity
appears, giving rise to the development of cells [9]. The conditions
of stability of a planar interface are given by:

mCy b — by

G/R
D R4

where (7 is the temperature gradient at the interface, D) the diffu-

3 This type of supercooling is usually referred to as constitutional super-
cooling.
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Fig. 1 Schematic representation of system used to study freezing (or
melting) rates of pure lead subjected to Bénard natural convection, tfo-
gether with a typical temperature distribution across the system

sion coefficient, m the slope of the liquidus line on the phase di-
agram, and R the rate of freezing.

As the temperature gradient at the interface in the liquid is
successively reduced (or R increased), the zone of constitutional
supercooling widens and the cells change in character to such an
extent that they acguire some of the characteristics of dendrites.
The experimentally determined criterion for the stability of the
resulting cellular dendritic interface iz based on the value of
CoRY2/(G as compared to a critical value (CoR'2/G)eri below
which the cellular interface is stable. This critical value varies
somewhat from one system to another and depends on the orien-
tations of the crvstals with respect to the direction of growth.
Thus, for a polycrystalline lead-tin svstem. the total range of crit-

Nomenclature
A = temperature drop across convect-
R = rate of freezing (or melting) :/Il,ibf(j}}:fﬁxgt(l;(i, A=
"y = average solute content of the alloy te = time at which conduction regime ”* B "*‘ )
(' = reduced heat transter coeffictent hegins P* =%, 620
ratio for transient conditions in- z = vertical distance {rom uppon fe* = (cold) temperature at top inter-
. hounding plane of lead sample face of lead Asample '
volving Bénard convection. %—IL z# = vertical distance of freezing inter- iy = temperature in I\h‘e ‘stélnlessl sfeel
Nug face from upper bounding plate bottom plate as recorded by Ty
D = internal diameter of container (thickness of solid part of the by = (h(?“ ter.nperature at bottom inter-
(G = temperature gradient in the liquid sample face of lead s.ampl'e o
at the freezing interface Ni = dimensionless grouping for tran- e = tem;)e‘x‘gtxxl‘e of the iﬂlat»soh(li-hqmd
k = thermal conductivity {subscripts: LB ;.r?ter%acefrealortlcnve) for alloy
“5" solid lead or allov—{" liquid sient heat transfer —— reezing »
lead or alloy) ) «Nu #a = melting point temperature of pure
ko = partition coefficient of the atloy Nu = Nusselt number L lead ) ) .
considered Y] 1, = temperature in solid at z, (in pres-
L = height of the convecting body of Nug = computed Nusselt number for ent expsrlmems, #: measured at
liquid steady-state svstems =z = [‘0./")' ]
Lo = height of sample (i.e.. lead or lead- s ALY A v i (};me‘lp’a‘tu‘ VISCOSIY
tin afloy Ra = Ravleigh mlmher‘—-—(-k—lfm p = density
Ly = latent heat of fusion } )
({( = convective heat flux across liquid « = thermal diffusivity Superscript
lead 3 = volumetric coefficient of expansion * = interface
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Diagram of apparatus used for study of freezing (or melting)

rates of pure lead subjected to Bénard natural convection (thermal lag-

ging not shown in diagram)

ical values lies between the slopes of the two lines shown in Fig. 3.
These results were obtained by Tiller and Rutter {10].

Procedure

In order to check the applicability of the steady-state heat
transfer relationship previously obtained for steady state turbu-
lent Bénard type convection (i.e., equation (1)) to transient sys-
tems, unidirectional freezing and melting of a column of pure lead
was Investigated in the work now described. Fig. 1 shows the sys-
tem chosen for investigation, while Fig. 2 shows the experimental
apparatus involved. Referring to Fig. 1, a typical temperature
profile across the convecting liquid and solidified lead is shown
schematically, halfway through the course of a freezing experi-
ment. At the solid/liquid lead interface, z = z*, the temperature
is flas, the melting point of lead, while at the top surface of the en-
closure it js 6.*, and at the bottom surface 8y*. Thermocouple T,
monitored the colder upper boundary temperature, being located
on the copper plate/lead interface itself, while thermocouple Ty

monitored the temperature, 4, 0.125 cm below the hotter, lower
lead/stainless steel boundary.

Radial temperature distributions across the upper and lower
boundaries were confirmed to be flat [8] using thermocouples Ty
to Tqo at the top boundary and using horizontal traverses by Ty
at the lower boundary. Similarly the flatness of the freezing inter-
face (within & 2mm) during the course of typical freezing experi-
ments was verified, using vertical traverses by thermocouples T
- Tio0. Thus, since the enclosure side walls were well insulated all
the heat was transferred vertically upwards in the system.

The system may be mathematically described as follows:

0 < *, 0= =T

z 2%,
30 a? ‘
- %aw @
B.C.l.2 =0,0=(=7,0=20*=Ff(
B.C.2 z =2z%0=1=T,0 =10,

350

CONVECTION

CONDUCTION

°C

TEMPERATURE

i i {

‘
|
v
|
1
1 i
o

20 30 w0

TIME (mn)

Fig. 3 Typical temperature-time curves recorded by thermocouples lo-
cated at the bottom (f/y), top (0, %), and one third way down (/) the
cylindrical column of lead during the course of a freezing experiment.
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Thus equation {2) is the appropriate statement of Fourier's sec-
ond law for unidirectional transient heat flow through the solid
lead, while equation (3) describes convective heat flow across the
liquid lead.

Provided the convective heat flow under transient freezing or
melting experiments is the same as for steady-state Bénard con-
vection, Nu may be replaced by Nuo (equation (1)) and the sys-
tem of equations solved numerically without any difficulty by
providing experimental data on the way #n and #.* vary with
time during the course of a freezing (or melting) experiment.
Thus, the numerical solution can be used to predict:

(a) freezing rates and interface location

(b) batch cooling curves at any location in the solid

(c) temperature profiles in the solid

(d) transition times, ¢., when the pure conduction regime is
entered and Nu = 1.

By comparing any one or more of these against actual experi-
ment recordings it becomes possible to decide whether the
steady-state heat transfer relationship is adequate, this being the
only variable in doubt in the set of equations and boundary con-
ditions listed in the foregoing.

In the present investigation, experimental recordings of (b) and
(d) were used to determine whether any mismatches arose on ac-
count of altered convection rates through the liquid. In some
cases significant mismatches did arise, and the value of the Nus-
selt number, Nu, was then adjusted by a multiplicative factor Cp
(Nu = (¢ Nug) in the program so as to bring experimental and
computed values into line.

The batch cooling curve was recorded by thermocouple T, lo-
cated one-third way down the enclosure while transition times. ¢,
were obtained from the sudden slope changes in the temperature-
time curves of thermocouple Ty.

The choice of (b) and (d) over (a) in making these comparisons
was based on expediency since, for the system studied, it proved
impractical to directly measure the location of the freezing inter-
face either by a vertically moving probe (sealing problems associ-
ated with liquid metals), or by using ultrasonic means (attenua-
tion of signal and the high temperature environment}.

Finally, it should be noted that the experimental system was
specifically designed so that only a small controlled vertical heat
leak occurred through the system by using an asbestos cylinder (low
thermal conductivity) located between the top of the enclosure
and the cooling water chamber (Fig. 2). This design resulted in:

1 a slowly moving freezing interface which advanced at a
practically constant velocity, and

2 practically constant convective heat fluxes during the major
part of an experimental run (8].

Similar procedures were adopted for studying the solidification
in the alloy system. However, in order to be able to define a heat
transfer relationship, under all alloy freezing conditions a fictive
upper planar interface was considered in the work presently de-
scribed. The solidus temperature isotherm was chosen (i.e., #;* =
fis), as defining the location of this fictive interface since for pla-
nar growth, this “interface” is identical to the actual interface.
However, when cellular dendritic growth took place, this interface
was located inside the mushy zone where both liquid and solid
phases coexisted.

Apparatus and Experimental Technique

Basically, the experimental setup used in the present work was
that designed for the study of steady-state natural convection in
lead and mercury and has been described in detail in a previous
paper {1}. As shown in Fig. 2, the lead or lead-tin sample (99.99
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percent purity) was contained in a 3 in. OD stainless steel tube,
heated from the bottom and cooled from the top.

The heating assembly consisted of two 250W semi-cylindrical
heaters encasing a plug of stainless steel on top of which a % in.
thick copper plate was screwed. The cooling assembly consisted of
a copper chamber in which thermostated water circulated, and a
copper plate in contact with the sample between which ashestos
plugs of variable thickness were inserted.

The addition of an overflow chamber to the main container (see
Fig. 2) prevented the formation of a shrinkage cavity during
freezing. The chamber consisted of a 2 in. ID copper tube, 2.5 in.
high closed at both ends. A 10 in. long stainless steel pipe (% in.
ID, %6 in. wall thickness) was screwed into the stainless steel
bottom of the main container where a Y% in. dia orifice allowed
communication between the overflow chamber and the container.
The overflow assembly was maintained at the desired tempera-
ture (monitored by thermocouples DT1 and DT2) using a heating
tape wrapped around it. The heat leak along the feed pipe was
minimized by adjusting the power input into the heating tape so
as to equalize the readings of thermocouples DT2 and Tw. The
pressure in the overflow chamber could be adjusted using a suc-
tion pump and bleed valve, and monitored using the mercury
manometer shown in Fig. 2. The whole overflow assembly was en-
cased in a mild steel shell screwed on the outer casing of the fur-
nace and well insulated with Fiberfax {expanded mica}.

Runs were conducted on lead samples approximately 5 c¢m
high. The initial height of liquid lead in the main container being
5 ¢m or 50, the pressure in the overflow chamber was dropped so
as to lower the level of lead in the main container by about 1 cm.
The cooling assembly was then accurately positioned at the re-
quired height above the bottom plate and the liquid lead raised
to meet it by bringing the overflow chamber pressure back up to 1
atmosphere.

For any particular run, the amount of heat transported across
the column was predetermined by the thickness of the asbestos
plug used. Similarly, under these prescribed conditions, freezing
rates could be adjusted as desired by appropriate decreases in
power input to the heating assembly. As previously noted, the
major thermal resistance to heat transfer lay in the asbestos plug,
so that an essentially constant heat leak was provided at the top
of the column. Finally, thermocouple probes Ty ~ T1o, T, and T
were inserted with a capability for vertical, rather than horizontal
traverses, thereby avoiding sealing problems with liquid lead. The
design was legitimate since the “fin effect’” associated with fluids
having low thermal conductivities and heat capacities is not an
important factor in the measurement of liquid metal tempera-
tures, This is demonstrated, in solidification studies involving la-
mellar eutectics in which thermocouple probes used under similar
temperature gradients, showed no resultant distortion of the mi-
crostructure [18].

The role of the interface morphology was studied on lead-tin
alloy samples 5 cms high for tin contents of 0.2 and 0.4 weight
percent and on samples 8 cms high for tin contents of 4.8 and 1.6
weight percent.

Table 1 gives the relevant physical properties used in the pres-
ent analysis for the lead and lead-tin systems.

Results and Discussions

(a) Pure Metals Systems. A typical recording of the tem-
peratures 1y, 87, 60* as indicated by thermocouples Ty, Tz, and
T, is shown in Fig. 3 and may be explained as follows.

Before the heat input to the bottom was cut down, the column
of lead underwent steady-state natural convection. Following the
power input reduction, a “‘dvnamic’ equilibrium was established
in which the top and bottom plate temperatures dropped at a
similar rate, the temperature drop, Af, between them (and hence
Q.”’, the heat transported across the liquid) remaining fairlv con-
stant. At time ¢ = 0 corresponding to the initiation of freezing,
the dynamic equilibrium was drastically alerted in two different
ways:

1 The temperature of the upper bounding surface of the liquid
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Table 1 Physical and thermal properties of lead and lead-tin alloys used

Solid (327 deg C)
Density, p
Heat capacity, C,
Thermal conductivity, &

in analyses
Lead
C.G.S.

11.34 g/cm?
0.030 cals/g deg C
0. 083 cals/cm deg C s

5.1

11,340 kg m?
0125 kJ, 'kg deg C
34.6 W/m deg C

Thermal diffusivity, « 0.243 cm?®/s 24.3 mm?/s

Melting point temperature, 8 327.3 deg C 327 .3 deg C

Latent heat of fusion, Ly 5.60 cals/g 23.34 kd/kg
Liquid (335 deg C)

Density 10.56 g/cm? 10,560 kg/m?

Heat capacity
Thermal conductivity

0.0387 cals/g deg C
0.039 cals/cm deg C s

0.161 kd/kg deg C
16.3 W,/m deg C

Thermal diffusivity 0.095 cm?/s 9.5 mm?/s
Viscosity 1.41 c¢P 0.00241 Ns/m?
Volumetric coefficient of expansion 1.14 X 10-4/deg C 1.14 X 10*¢/deg C
Prandtl number 0.0239 0.0239
Lead-Tin Alloys
C.G.S. S.I.

Thermal conductivity of solid alloys® =

Thermal conductivity of liguid alloys® =

Slope of liquidus temperature versus =
percent tin content

Partition coefficient, &, (solidus/
fiquidus conc.)

Latent heat of fusion, L% =

It

0.083 cals/cm deg C
0.039 cals/em deg C
-3.0 deg C/wt per-

34.6 W/m? deg C
16.3 W/m? deg C
—3.0 deg C/wt per-

cent Sn cent Sn
0.72 0.72
5.54 cals/gm 23.2 kd kg

All other relevant physical properties (p, €, u, ) were taken as being equal to those of pure lead.
' Since dilute amounts of high conductivity solutes (e.g., Sn in Pb) do not alter thermal conductivity values
significantly [15] (experimental data [16] shows that for 20 percent Sn-Pb alloy, £ 3 1.05% Pb) values for pure

lead were again iaken.
) Since the variation in AHp (17
Sn, a mean value 0f 1145 cal/mole (or 5

suddenly stopped dropping to remain at 327.3 deg C, the melting
temperature of lead.

2 A new heat source (latent heat) initiated at the solid-liquid
upper interface.

As a result, the system tended toward a new dynamic equilib-
rium in which the rate of heat extraction away from the interface
was veryv close to the amount of heat transferred through the lig-
uid, @, plus the amount of latent heat evolved.t The tempera-
ture of the bottom plate thus settled to a plateau value resulting
in an approximately constant new value of Af, or approximately
constant @.”". This temperature drop Af was, of course, less than
that established prior to the initiation of freezing. During the

major proportion of the experiment (0 <t =t.), the liquid was

subjected to natural convective heat transfer so that the thinning
of the liquid slab did not affect the amount of heat transferred
across 1t. However, when the critical Rayleigh number was
reached (t = t.), the conduction regime became stable and Q. =
k (B — )/l | being the thickness of remaining liquid (Lo — z*).
One immediately sees that as [ — 0, @, - o, if fx* had re-
mained constant. Thus the remaining liquid tended to call for an
increasing amount of heat from the metal block as it thinned.
(Q."" = I/L), and this was only partially satisfied by #x* dropping
off so as to increase temperature gradients in the lower metal
block and allow more heat to be conducted through it and into
the liquid. Thus, referring to Fig. 3, a sharp change in the slope of
curve fy versus time was observed at the transition between the
convection and conduction regimes.

As described in the procedure, the recorded temperature-time
relationships for the top and bottom plates, together with the
steady-state heat transfer relationship and appropriate thermal
properties of solid and liquid lead were sufficient to predict the
rate of freezing in the system as well as temperature-time profiles
in the solidified metal at any given location. Analysis of similar

*Temperature profiles in the solidified portion were almost linear. so
that transient effects in the solid were small. Similarly, the amount of su-
perheat ngen up by the liquid during freezing was always less than 3 per-
cent of ¢."" and was maximum for high freezing rates.

Journal of Heat Transfer

] is so small (1149 cal/mole to 1142 cal/mole between 0.2 and 1.6 wt percent
.54 cal/g) was taken.

temperature-time curves, f,, to that appearing in Fig. 3 showed
that the agreement between predicted and experimental temper-
atures was satisfactory for experiments conducted at low rates of
freezing (R <1073 cm/s).

However, a substantial discrepancy existed for high rates of
freezing as indicated in Fig. 4, where the predicted and experi-
mental temperature curves are shown for low and high freezing
rate experiments respectively. It was found that a multiplicative
factor, Cr, had to be applied to the steady-state heat transfer re-
lationship (i.e., Cr = Nu/Nuo) and, for each experiment, a value
of Cr was determined (by a trial and error method) to give a good
fit between predicted and experimental values.

By conducting experiments over a wide range of Nusselt num-
bers (Nu = 1 to Nu = 7), it was found that for equivalent rates of
freezing the departure of the heat transfer rate from that given by
the steady-state heat transfer relationship was less (and Cr closer
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Fig. 4 Temperature of solidified lead one third way down column (f/;},
versus the dimensionless time ratio, t/f., for high and low freezing rates;
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Fig. 5 Plot of reduced heat transfer coefficient ratio Cp, required to
bring predicted convective heat fluxes hased on equation (1} into line
with experimentally recorded heat fluxes in systems involving a moving
interface (freezing and melting) versus the dimensionless grouping, Ny
(LR/«xNu): A freezing experiments:  melting experiments

to 1) for high intensities of convection.
Consequently, 'y was correlated to a dimensionless group, Ng

[8], which includes both the rate of freezing and the intensity of

convection

LR

Cp = FIN)) = F
P = PN = PSS

)

It is interesting to note that Brian and Hales [7] for instance, use
an equivalent grouping in their study of the effects of interface
motion on Nusselt numbers.

The graph of Fig. 5 shows the values of Cy obtained as a func-
tion of LR /«Nu for freezing experiments (triangles).

Similar runs were conducted on melting the lead column and a
typical recording of the various thermocouples is shown in Fig. 6.
As seen, the plateau exhibited by curve 1, in the freezing experi-
ment is still clearly apparent.

When the data obtained for melting experiments were treated
in a similar fashion to that corresponding to freezing (R becoming
the rate of melting) the points (circles) shown on Fig. 5 were ob-
tained.

Since the results were practically identical for both melting and
freezing processes, both sets of data were combined so as to deter-
mine the best one-parameter curve fit through the points. An
exponential function of the form

LR
) @)

Cp = exp — (7.8

gave the best curve fit, where R represents either the rate of melt-
ing or rate of freezing. The average scatter about this line is %4
percent.

(b) Alloy Systems. In order to relate the adequacy of the
heat transfer relationships (1) and (4) to the nature of the inter-
face, the ratios of the experimental to computed Nusselt numbers
were related to the domains of stability of the cellular and den-
dritic interfaces as experimentally determined by Tiller and Rut-
ter {10]. These domains are shown in Fig. 7 as a function of the
tin content of the alloy, the interfacial temperature gradient G
and the freezing rate R. In the present set of experiments the
temperature gradient in the liquid at the interface (7, was given
by:

(I)C’,
k,

G =

so that the value of G/R2 for each experiment could be deter-
mined. Thus each point shown in Fig. 7 represents one freezing
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Fig. 6 Typical temperature-time curves recorded by thermocouples lo-
cated at the botiom (i/y), top (#.*). and one third way down (//;) the
cylindrical column of lead during the course of a melting experiment

experiment while each adjoining number indicates the ratio of the
experimental to computed Nusselt numbers (i.e.. Nu/CrNug). As
indicated in the previous section, the solidus temperature of the
alloy was used as that of the upper bounding plane of the con-
vecting liquid. The circled points appearing correspond to experi-
mental conditions of (¢, R, and Cg for which the planar interface
was stable (see relation (3)), while the triangles and solid circles
represent ‘‘low” and “high” Nusselt values (High arbitrarily de-
fined as Nu > 3.0), respectively.

As seen, the ratio of the experimental to computed Nusselt
numbers are close to unity for those experiments corresponding to
planar and cellular interfaces. One may therefore conclude that
relations (1) and (4) used in conjunction with the solidus temper-
ature adequately describes convective heat transfer for planar
and cellular interfaces. However, striking discrepancies appear for
those experimental conditions for which dendritic interface pre-
dominated and this is discussed in the next section,

General Discussion

(a) Effect of Departure from Steady-State on the Heat
Transfer Rates. The present experimental study has shown
that the heat transferred across a convecting body of liquid lead
was always less under unsteady-state conditions. This feature was
unexpected, particularly for the freezing experiments for which
one would intuitively anticipate that any lag in the system should
favour enhanced heat transfer rates. However, an extension of an
analysis by Brian and Hales on the effect of moving boundaries
and suction due to shrinkage indicated that the effect of motion
of the interface and the effect of suction or expansion accompa-
nving the phase change were negligible under the present experi-
mental conditions. Thus, neither the freezing nor melting process
were in themselves responsible for any change in heat transfer
rates.

The analysis of the temperature profile® in the upper “cold”
layer of fluid showed that the resistance to heat {low of that layer
was increased as conditions departed more and more from steady
state whereas the resistance of the lower “hot” layer was unaf-
fected by the transient process [8]. Thus, the decrease in the pres-
ent heat transfer rates must be attributed to the alteration of the
fluid velocity and temperature fields in the layer of liquid adja-
cent to the interface, and, more specifically, to their departures
from the steady state configuration. This interpretation is plausi-
ble in view of the work by Wilkes and Churchill {11} who showed
that the time lag for convection generated between two vertical
walls at a distance “d” from each other is of the order of 0.1 d2/v;

5 Bénard convection is characterized by a temperature profile where the
temperature drop is concentrated near the upper and lower bounding
planes, the core fluid being at a constant temperature.
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it is likely that the time lag for Bénard convection will be much
greater in view of its highly unstable nature. Thus, for the present
system, the time lag should be of the order of one hour, which
implies that in most of the current runs, the departure from the
steady-state was substantial.

(b) Role of Interface Morphology on Heat Transfer Rates.
The lowered transfer rates noted in Fig. 7 and corresponding to
dendritic growth can be explained by referring to a simplified
representation of a dendritic interface as shown in Fig. 8. Thus,
accepting that the solute buildup responsible for supercooling has
been eliminated at the dendrite tips (plane P.), the equilibrium
temperature of these tips will be the liquidus temperature, #,, of
the alloy. It also follows that the fictive “flat” interface defined as
the solidus temperature isotherm, will be located inside the
mushy zone {i.e., plane Pq).

The use of 8¢ as the temperature of the upper bounding plane
in calculating the heat transfer relationship implicity assumes
that, as far as heat transfer is concerned, the situation is identi-
cal to that involving a planar interface at a temperature . The
validity of such an assumption obviously depends on the state of
convection in the mushy zone. In between dendrite arms, two
driving forces for natural convection exist:

1  adownward temperature gradient (Bénard convection);

2 a transverse density gradient resulting from changes in
concentration.

The possibility of either factors causing convection currents
have been considered [8) using previous works by Ostrach and
Pnueli {12] and Szekely and Chhabra [4]. Both analyses strongly
suggest the absence of any convection whatsoever between den-
drite arms for these particular experiments with Pb-Sn alloys.
Thus, when cellular dendritic growth takes place it is more realis-
tic to consider that natural convection is generated between the
lower bounding plane Pg and the plane containing the liquidus
temperature isotherm P (rather than that containing the fictive
interface Ps).

Consequently the Nusselt number was computed using the li-
quidus temperature as that of the upper bounding plane of the
convecting liquid, for those experiments involving dendritic inter-
faces.

For the 15 experiments involved, the agreement between com-
puted and experimental Nusselt number was then found to be much
better, although computed Nusselt number were still generally 10
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to 15 percent less than experimental Nusselt Numbers [8].

This slight discrepancy indicates that the temperature at the
dendrite tips is probably less than the liquidus temperature of
the alloy. The following phenomena may account for this:

1 A slight solute concentration buildup will still exist at the
tip of the dendrites after all supercooling has been used up and
this will obviously lower the equilibrium temperature.

2 The equilibrium temperature at the tips of a dendrite may
also be lowered as a result of sharp curvature (of the order of 1 u.)

Summary and Conclusions

The analysis of experiments involving freezing and melting of
lead columns has shown that, for a prescribed temperature drop.
the heat flux transferred across a layer of liquid is maximum
under steady state conditions. This experimental result supports
Malkus’' theoretical hypothesis of the “maximizing flow” which
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has suecessfully explained several aspects of turbulent Bénard
convection,

The multiplicative factor, 'y, that should be applied to the
steady state Nusselt number is a function of the freezing (or
melting) rate, R, and of the intensity of convection. It is given by
the relation:

LR
aNu

Cr = exp —(7.2 )

Freezing experiments on lead-tin alloys have shown that the
heat transfer relationships derived for pure metals can normally
be applied to alloy systems undergoing Bénard convection in the
following manner:

vvvv When planar or cellular growth takes place, the liquid should
be considered as convecting between the bottom plate and an
upper plane I’ containing the solidus temperature isotherm.

—when cellular dendritic growth predominates, the liquid allov
should be considered as convecting between the bottom plate and
an upper plane P, containing the liquidus temperature isotherm.
(In this case, however, the computed heat flux is slightly underes-
timated.)

APPENDIX

Since the results presently reported were unexpected, particu-
larly those regarding freezing, possible sources of error in the ex-
perimental procedures and treatment of results were analyzed.

1 The apparatus was designed so that radial heat losses from
the convecting body of fluid should be minimal. Precautions in-
cluded the use of a 3 in. thick layer of fibrofax insulating material
(expanded mica) which separated the cvlindrical lead container
from an outer cvlindrical steel shall {1]. Heating tapes wound
around this steel shell allowed its vertical temperature profile to
be matched with that of the lead container. By this means any
radial heat losses were negligible in comparison with vertical heat
transfer through the convecting column of liquid lead. This was
experimentally verified by showing that. at steadv-state, the
power input to the bottom heater (as measured by a wattmeter)
agreed with the amount of heat transferred to the circulating
cooling water at the top of the column, within estimated experi-
mental errors of +3 percent.

Similarly, it was readily shown that the amount of heat con-
ducted up through the walls of the stainless steel container (1
mm thick) never exceeded 3 percent and was generally ~1 per-
cent.

2 In order to avoid any relative temperature corrections being
necessary for the curves 8y, 8¢, and 4z shown in Fig. 3, three ther-
mocouples Ty, T, and T were selected which registered identi-
cal eem.f. (e, =6 uV or £0.1 deg () at the freezing temperature
of lead.

3 The validity of choosing a multiplicative factor Cr, to take
Into account decreased heat transfer rates throughout the freezing
process might be questioned. However, when the correction factor
obtained by matching the experimental and computed value of ¢
was used, the agreement between predicted and experimental
temperature-time curves one-third way down the column was
very good. This showed that the multiplicative factor, (), ade-
quately described convecting heat transfer rates in the liquid,
throughout the course of an experiment.

4 1In the light of the present experimental results, the possibil-
ity of a contact thermal resistance being set up at the upper cop-
per-lead interface was also considered. However. any such resis-
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tance would lead to an overestimate in Q.”" and a corresponding
increase in Cp {(l.e., Cp > 1).

5 Finally. it should be noted that any experiment involving
freezing will result in the liberation of a certain amount of super-
heat from the liquid (except when #4*% = #y). This phenomenon
leads to an added contribution to the heat flux at the freezing in-
terface {i.e., C» > 1,) as shown by Heertjes, et al. {14]). In the
present experiments, however, this contribution was very small
(<3 percent of .} and could be discounted in interpreting the
results.
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Radiative Transfer in Homogeneous
Nongray Gases With Nonisotropic
Particle Scattering

A perturbation technique is presented ta treat the problem of radiative transfer in homo-

geneaus, plane parallel, nongray gases with nonisotropic particle scattering. The tech-
nique allows use of nongray narrow-band or wide-band mudels as well as Mie and Ray-
leigh scattering coefficients and asvmmetry factors. Results are obtained in the form of
monachromatic transmittance, reflectance, and absorptance of water clouds tvpical of
thase in the earth's atmosphere.

introduction

The effect of clouds is of major importance in atmospheric radi-
ative transfer. Recent efforts have been made to obtain more ac-
curate values of cloud reflectance, transmittance, and emittance.
Van de Hulst [1].2 Yamamoto. et al. [2]. and Hansen (3] have
performed extensive numerical calculations considering only the
scattering and absorption properties of the water or ice particles.
Yamamoto, et al. {4, 5}, and Zdunkowski and Crandall {6] have
accounted for the etfect of both scattering and nongrav gases. All
foregoing with various

n

calculations have been performed by the
size-distribution of scatterers and various nongray gas models.
Yamamoto, et al.. used finite sums of exponentials to describe the
nongray nature of water vapor absorption and carried out solu-
tions of the equation of transfer for homogeneous cloud layers
using both Chandrasekhar’s principles of invariance [4] (with ex-
pansion in single scattering albedo) as well as the discrete ordi-
nate technique [5] (both techniques requiring extensive numerical
calculations). Zdunkowski and Crandall [6] used the Elsasser
model for nongrayv gases and solved the equation of transfer using
iterative numerical techniques. The purpose of this work is to
present a technique for relatively simple solution of the anisotrop-
i¢c scattering problem with nongrav gas in a homogeneous layver.
The relative simplicity results from use of a modified two flux ap-
proximation, expansion of the solution in terms of a backscatter-
ing parameter and asymptotic matching of the resulting solution
to exact two flux results. The method has the advantage that it
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can be used to treat nonhomogeneous lavers and makes use of rel-
atively simple nongray gas model.

Analysis

The equation of transfer for a homogeneous cloud layer can be
written in monochromatic form as
a g (1~ all, + /l1](71}J./)/)(!q/ll)(f}il (1)
A7 27
is the optical depth, a is the single scattering albedo
(ratio of scattering to extinction coefficlient), plu, u') Is the scat-
tering phase function and I, is the monochromatic blackbody in-
tensity at the cloud temperature. The boundarv conditions to be
applied in the infrared are isotropic incidence at the base. zero
incidence at the top, i.e..

O ) = Ip o> 0

4

where: 7

(2)
o i) =0 w0

Following Chandrasekhar. the phase function is expanded in Le-
gendre polvnomials P, (u) as

(3)

m

pli’) = 255, PP (1)

where the coetficients are obtained from
o T~
Foplipdp = | Low P wd
-1 m
Using (3}, the zeroth and first moments of the equation of trans-
fer (1) are taken and the resulting integrals are written in Gauss-
ian guadrature form as

[ / >
'/'[i:"!Ze‘(;‘r“’[{/(T”“z')] P "ZJ(‘I»J(T..“,‘)
i 1 i
201 =), + u'l"nz;t'f/“ﬂf) (4)
I — aw .
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For the first approximation, { = 1, ¢, 1 =1, p,y = il/\/g, the
two equations (4) can be combined to vield;
1 JdI" ., _ N -~ - -
T = P =ad, + all =D + abl
1 dr-
I . Y - 5
3 0. T+ (1 ), + all =b) "+ abl (5)
where

= V) = T - 13, @y = 1
1

s y
b S-S s [ psndn)

2 3
The equations (5) derived in the foregoing correspond to the mod-
ified two flux equations of Sagan and Pollack {7}, who obtained
the same equations {without emission) through inference from the
exact solution of Piotrowski [8]. Sagan and Pollack (7] as well as
Irvine [9] have compared the solution of equations (5) with exact
solutions. Sagan and Pollack [7] report that for strongly forward
scattering (b = 0.15) and 8 < 79 < 32 the results for reflectance
are good to better than 5 percent for conservative scattering.

It is to be noted that although eqguations (5) can be easily
solved for the monochromatic or gray cases, the inclusion of non-
gray gas absorption causes difficulty in frequency integration.
The nongray gas absorption coefficient appears in both the opti-
cal thickness and in the denominator of the single scattering al-
bedo, a. In order to make use of nongray gas band models, the
absorption coefficient must appear in the solution in the form of
transmittance or in a form obtainable from the transmittance.
This form can be obtained by noting that for clouds in the in-
frared the parameter b is quite small and by obtaining a pertur-
bation solution in b.

For small b, the intensities can be expanded as

I(7T0) = 1) + b1 (7)) + ...

- - (6
[7(1:h) = L,(7) + br(r) + . ©
Substitution into (5) yields the following sets of equations
1diy .
-5 ;IMTQ_ =—(1 «1(1)1{0 _+ (1 —a,
LAy -
T = -+ {1 -a),
1 drt " oo
+ Tﬁ?ﬁ =1 -l —all, . ~14);i=1,...n (7)
The boundary conditions (2) become
IOy =15 I7(0)=0,i=1....n.
(8)

[i_(r’r[))v = 0.4 /4

These equations (7) are not necessary in the case of homogeneous
layers since the exact solution (5) can be expanded for small b.
However, for the nonhomogeneous case, where exact solutions
may be impossible, equation {7) can yield relatively simple solu-
tion. The solutions of (7) and (8) in the form of zeroth and first

order net flux are obtained as follows:

27 - .
P )3(1 ~I) = Fy + bFy
v
Fy = -2-»2—113(’"/‘(5“3 “+ lb(t‘-/gk(‘('z“NZ) - ("ﬂK“ZH
V3
Fy =
F— = JRE (age = SRk 2
2Bl e T = (o, = e ] = Byztye e
7
+ 1 L AR (2gre) o B () o Ty om/PKaB20m2))
2K, " 1
Y 5 o
~ 5 1l — o MHa ()
\(l.

where v = scattering coefficient, K, = K, + K,, K, = absorp-
tion coefficient of particles, K, = absorption coefficient of gas, z
= distance from cloud base.

Due to the Gaussian quadrature approximation used here the
transmittance and reflectance must be defined as the ratios of net
transmitted and reflected fluxes to flux transmitted through a
nonparticipating medium (v = K, = 0).
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T = ¢ ek b(\/rgyz(,c"ﬁﬁazu)

1y
2K,
The emittance is defined as the ratio of the emitted flux to that
emitted if (K, — =), l.e.,

E=1—e¢3¥ai - b[~1~ 21— etBr) v‘rgyzue'ﬁ’(azo]
(1D

2 K,
Clearly, these definitions satisfy conservation of energy and Kir-
choff’s law at least to order b. Problems associated with the per-
turbation solution arise for the conservative case with large opti-
cal thickness, l.e., K, — 0,

(10)

R=5» 1 - 023K 7g)
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Fig. 1(a) Comparison of modified two flux(0) and present method (+)
for asymmetry factor = 0.8, Tauo = 1.00, A = single scattering albedo
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where the solution diverges. However, this problem can be avoid-

ed by noting that the exact solution of (5) for transmittance in
the conservative case is

. 1
B R 12)

An approximation using the first two terms of the perturbation
solution which yields (12) in the conservative case 1s

For the case (a

Fy

—

1 -p=t
Fq

» 1) expansion of both the exact solution of equa-

F = (13)

tion {5) and the approximation, equation (13), in (1 — a) yields
agreement through terms of order 7¢. The approximation is thus
strictly valid for 7o <1, all values of @, and b < 1, but may be ap-

plied forrg =

10 with reasonable results as will be shown.

Tt is seen that the absorption coefficient appears in the pertur-
bation solution (9) in the form of gas transmittance or transmit-
tance divided by absorption coefficient. The frequency integration
of hoth these forms are obtainable from band models for nongray
gases, assuming Iy, I, and the scattering and absorption coeffi-
cients of the cloud drops do not vary within the frequency inter-

val.
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water cloud. T = —15¢, p = 550MB, vapor density = 1.605GM/M + 3,
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Using an upper bar to denote integration over a small frequen-
cy internal (13) may be written in terms of frequency integrals of
equations (9) as

= FU~

Iy
Fu
This approximation of the frequency integration of flux is valid
under the same conditions as those for equation (13). The band
emittance, reflectance and transmittance can now be calculated
using narrow band models {10} or wide band models [11] for non-
gray gas absorptance.

Since the scattering coefficient and the absorption coefficient of
the scatterers are slowly varying functions of frequency when av-
eraged over size distribution. the only frequency integrals re-
quired are for transmittance and forms involving transmittance
and reciprocals of absorption coefficient. These can be obtained
in closed form by using the narrow band model of Malkmus [10]
for nongray gases:

(14
1-5b

2] (15)

R g :
et eVdy = «
Av )
Av

where K, is the gas absorption coefficient, and s. b. d are the av-
erage line intensity, half width, spacing respectively. Equation
(15) yields the same form as Goody's random model for large and
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small optical thickness. The other frequency integration which
arises when (9) is used in (14) is

1 K WY )
R el ML €2l = é{l — e FpemAw] 4
avy, K, + K, K,
n 2
I Beflerf(c) — ert(D)]
K,
sb
A(‘)~2Q[\r1+i\‘*11,8: f—l—ﬁ,{,(;:[ “‘!;‘QlB
d b VK, /d
D=C+ ‘——a‘lg) (16)

Results and Discussions

In order to assess the accuracy of the present method, compari-
sons were made between equation (13) and the exact solution of
the modified two tlux eguations (b). These comparisons are shown
in Figs. 1(a) and 1(b). Emittance and reflectance are plotted as a
function of 1 ~ /T = a, where a is the single scattering albedo,
for optical thickness of 1.00 (Fig. 1(a)) and 10.0 (Fig. 1(b)) and an
assymetry factor of 0.8 (b = 0.10). For an optical thickness of
1.00, it is seen that the present method is in excellent agreement
with the exact modified two flux throughout the range of albedo.
For optical thickness of 10.0, it is seen that the present method,
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Fig. 3(a) Emissivity (E), transmissivity (T), and reflectivity (R) for high
water cloud, T = —15¢, p = 550MB, vapor density = 0.0GM/M + 3,
cloud thickness = 2M, effective radius = 10, effective variance = 0.15.
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Fig. 3(b) Emissivity (E), transmissivity (T), and reflectivity (R} for high
water cloud. T = —15¢, p = 550MB, vapor density = 1.605GM/M + 3,
cloud thickness = 2M, effective radius = 10, effective variance = 0.15.
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while having the correct shapes, underestimates the emittance by
30 percent for small values of emittance. However, for single scat-
tering albedo less than about 0.75 or approaching 1.0, the agree-
ment is excellent. For both cases, Kirchoft’s law and conservation
of energy were satisfied nearly exactly by the present method.

The approximate method presented here has been used to cal-
culate the radiation properties of supercooled water clouds in-
cluding the nongray effects of water vapor absorption. The results
have been obtained for various cloud thicknesses and effective
droplet radii of 5 and 10 microns. All of the droplet properties,
scattering and absorption coefficient and asymmetry factor, were
calculated using a Mie scattering program furnished by Dr. J. E.
Hansen and described in reference {3]. The droplet size distribu-
tion was taken to be

N(R) = constant RU-8)/5,-R/a8 a7
where A is the mean effective radius and B is the effective vari-
ance as defined in [3]. This size distribution is a good {it to obser-
vation [12]. The water vapor absorption data were obtained from
Elsasser and Culbertson [13].

Figs. 2(a), 2(b), 2(c), and 2(d) show the emissivity, reflectivity,
and transmissivity for various cloud thicknesses with a droplet
number density of 300 cm~ 3, mean effective radius of 5 microns

[R¢]
h \>:=;::_:_/"/ \ ,-—-\\\"(
//// ~\\__\ / \‘/
Q -
Ot
—————— Transmittance
——-~—~ Emittance
Reflectance
Role] L |
500 1000 1500 2000 2500

Wave number (1/cm)

Fig. 3(c} Emissivity (E), transmissivity (T), and reflectivity (R) for high
water cloud. T = —15¢, p = 550MB, vapor density = 1.605GM/M + 3,
cloud thickness = 10, effective variance = 0.15.
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001 !
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Fig. 3(d) Emissivity (E), transmissivity (T}, and reflectivity (R} for high
water cloud. T = —15¢, p = 550MB, vapor density = 1.605GM/M + 3,
cloud thickness = 50M, effective radius = 10, effective variance =
0.15.
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Fig. 4(a) Asymmetry factor for high water clouds. Lower curve for

mean effective radius of 5 microns, upper curve for mean effective radi-
us of 10 microns.
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Fig. 4(b) Scattering cross section in (microns) 2 for high water clouds.
Lower curve mean effective radius 5 microns, upper curve mean effec-
tive radius of 10 microns.

and an effective variance of 0.15. Fig. 2(a) is for a cloud of 2 m
thickness with no water vapor present. Fig. 2(b) is the same
thickness but with water vapor density taken at the saturation
value. The effect of the 6.3 micron (1595 ¢m~ ') water vapor ab-
sorption band is quite pronounced resulting in an increased em-
issivity and decreased transmissivity and reflectivity. As the
cloud becomes thicker to 10 m (Fig. 2(¢)) and to 50 m (Fig. 2(d)).
the emissivity and reflectivity increase while the transmissivity
decreases. The effect of the nongray gas on reflectivity and emiss-
ivity becomes greater as the thickness increases. All curves show
good qualitative agreement with Yamamoto. et al. [4].
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Fig. 4(c) Extinction cross section in (microns) 2 for high water clouds.
Lower curve mean effective radius 5 microns, upper curve mean effec-
tive radius of 10 microns.

Figs. 3(a), 3(b), 3(c). and 3(d) show the radiation properties of a
typical high altitude cloud with drops of mean effective radius of
10 microns and an effective variance of 0.15. The number density
was held fixed at 300 ¢m~3. Comparison of Fig. 3(a) (without
water vapor absorption) with Fig. 3(b) (with water vapor) shows
the effect of water vapor absorption is much smaller for this case
than for the case of mean effective radius of 5 microns. This is to
be expected since for the 10 micron mean radius case, the droplet
scattering and absorption should be more important. For the
most part, the 10 micron mean effective radius case vielded larger
values of emissivity and reflectivity than the 5 micron radius case
for any given cloud thickness. Again the present results agree
qualitatively with those obtained by Yamamoto, et al. [4].

As in the gray case of Figs. 1/a) and 1(b), both Kirchoff’s law
and conservation of energy were verv closely satistied throughout
the range of frequencies. This would imply that the present meth-
od is a good approximations which is simple enough to use in cal-
culations of atmospheric heat transfer problems. The authors are
presently extending the calculations to the case of ice clouds and
into the near infrared and visible portion of the spectrum.

Figs. 4¢aj, 4(b), and 4(c) show the asymmetry factor. scattering
cross section and extinction cross section of the drops as a func-
tion of wave length. The lower curves are for the 5 micron mean
effective radius case; the upper curves are for the 10 micron mean
effective radius case. The back-scattering parameter b can be ob-
tained as a function of wave length from the asvmmetry factor by

= 1/2 (1-asymmetry factor).

In order to check the accuracy of the approximation in the non-
gray case, the absorption coefficient distribution function method
[14] or the inverse transmission function method [15] was em-
ployed to carry out the narrow band frequency integration. Using
this method, the exact solution of the modified two flux equations
can be integrated over frequency using the absorption coefficient
as the variable of integration together with an appropriate kernel
function. The kernel for the Malkmus model was obtained in [15]
using the inverse Laplace transform of the transmission function.
The frequency integration can be written in the following form:

1

=~ A Ndr = [ =AU ) AK) I,

Av i

(18)

where A(K,(v)) is the transmittance, reflectance or emittance ob-
tained from the exact solution of equations (5). The kernel f(K.)
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Fig. 5 Emittance, reflectance and transmittance from exact solution of
mogified two flux eguations and present approximation; back scattering

pavameter b = 0.10, particle scattering = 8 km~ ', particle obsorption

k; = 2 Km ', average line half width to spacing ratio = 0.10 cloud
tlekness of 0.2 km and 1 km.

is given by

o <h 1 , P
/([\:) - /Z\?ZZ A’K 5 Ur/lb/d(l-(h /s/dy-{s/d/K)) (19)

The results of the application of equation (18) are shown in Fig.
5 together with the resulis from the present approximation. The
emittance, reflectance and transmittance are plotted for 1 km
and 0.2 km thicknesses as functions of s/d. the average line inten-
sity to spacing ratio. The line half-width to spacing ratio was set
at 0.10, the particle scattering and absorption coefficients were
set at 8 km~ ! an 2 km~ !. These values of the fixed parameters
correspond approximately to those used in the cloud calculations.
Excellent agreement between the two methods is seen to exist.
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Solids

Development and Evaluation of a
Remote Sensing Technique for
Determining the Temperature
Distribution in Semitransparent

A technique is presented for recovering the temperature profile in semitransparent solids
from remotely sensed spectral emission data. The temperature distribution- is deter-
mined by iteratively solving the equation governing the emerging spectral emission to re-
cover the profile to best match the emission data. The technique is evaluated using both
analytical and experimental emission data. Analytical results show the effect of data
error, number of data points, method of representing the temperature profile, and optical
thickness range. The method is verified experimentally using Corning Code 7940 fused
quartz by comparing recovered temperature profiles with those predicted by a combined
conduction-radiation heat-transfer analysis.

Introduction

Many applications are encountered in applied physics and en-
gineering where it is necessary to measure the temperature distri-
bution within a semitransparent material at high temperature.
Examples of such materials are combustion products in a com-

~ bustion chamber or afterburner, glass when solid or molten, crys-

tals, plasmas, etc. It is difficult to measure the temperature dis-
tribution in such materials. Probes cannot be readily used be-
cause they distort and disturb the temperature and radiation
fields, and can produce.erroneous results. Also, probes must be
specially designed for high temperature applications to keep them
from melting; e.g., pulsating thermocouples for combustion appli-
cations. An alternate approach is to remotely measure the radia-
tion field emerging from the medium and recover the temperature
distribution from these data. This is possible because the emerg-
ing radiation field from a semitransparent medium is a function
of the temperature distribution. For the limiting case of opaque
materials, the remote sensing approach reduces to conventional
pyrometry and only a surface temperature is recovered.

Thermal remote sensing specifically involves using a spectral
sensor (spectrometer or monochrometer with detector, radiometer
with filters, etc.) to measure the natural emission of semitrans-
parent media and then employing an inversion technique to re-

Contributed by the Heat Transfer Division for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer
Division, January 22, 1974. ) :
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cover the temperature profile. This approach is referred to as
thermal remote sensing, inversion, spectral scanning, etc. [t is at-
tractive because: (1) the measurement technique is nondestruc-
tive since probes are not introduced, (2) distortion of the mea-
surement field by a detector is absent, (3) the medium is not ex-
posed to a field of external electromagnetic radiation, i.e., mea-
surement is passive type, and (4) measurements need not be
made in the immediate vicinity of the medium providing tke ef-
fect of the intervening media is included. Limitations of the
method are detector sensitivity, spectral resolution and noise
level. Also, inversion is inherently unstable and measurement er-
rors can be amplified.

During the last fifteen years, an extensive effort has been de-
voted. to developing remote sensing techniques. This work has
been primarily for gaseous radiation sources such as planetary
and stellar atmospheres, plasmas, exhaust plumes, etc. Wang [1]*
has reviewed this work. Until recently, only two attempts {2, 3]
had been reported where remote sensing techniques have been
applied to solids. For this reason, an inversion procedure was de-
veloped and evaluated which is applicable primarily to condensed
phases. The method is as general as possible with options to in-
clude a priori information about the temperature profile if de-
sired. The development and analytical evaluation of the pro-
cedurg hLas been reported previously [4]. The technique has also
been evaluated experimentally using Corning Code 7940 fused

1 Numbers in brackets designate References at end of paper.
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quartz glass samples. Recovered temperature profiles for the sam-
ples were compared with those predicted using a combined con-
duction-radiation heat transfer analysis to verify the technique. A
brief description of the technique, numerical results, experiment,
and verification results is given in this paper. A detailed discus-
sion is given elsewhere [5].

Inversion Analysis
Physical Model and Assumptions. The physical situation in
an inversion problem is so involved that it is difficult to discuss
the technique without applying it to a real system using some of
the physical laws and geometry of the system. To illustrate the
method, a plane layer of semitransparent solid is considered with
one side bounded by an opaque material. Fig. 1 shows a schemat-
ic diagram of the physical model and coordinate system. The
solid is assumed to be isotropic and homogeneous and to emit but
_not scatter thermal radiation. Coberence effects are mneglected
which implies that the thickness L of the material is much great-
er than the wavelenhgth of radiation. Refraction of radiation with-
in the solid due to variations of refractive index with temperature
is neglected. The solid is taken to be in local thermodynamic
equilibrium. Hence, Kirchhoff’s and Planck’s laws appropriately
describe emission of radiation from the solid. These assumptions

are valid for solid materials such as glass. o

The spectral intensity of radiation I, ~(0, ¢’) emerging from the
layer as shown in Fig. 1 can be evaluated if the intensity just in-
side the material at the back face I,~(L, g) is known. If the re-
fractive index n of the material is much different from the sur-
rounding material, the. effect of reflection and refraction at each
interface must be accounted for in I,~ (L, p). Accordingly, it is
assumed that all interfaces are optically smooth and reflect spec-
-~ ularly. Thus,
theory appropriately describe transmission and reflection of ra-

diation at the interfaces and the radiation' field is axially sym-"

metric. The opaque material which bounds the solid is assumed
to bé a good conductor having a complex index refraction 7z, =

n, + ik,. The conductor serves to define thé boundary whlle min-

imizing emission from the back face.

Formulation of Problem. For a one-dimensional, nonscatter-
ing plane layer having axial symmetry, the spectral intensity
Ly, 1) defining the radiation field is governed by the equation of
transfer

di,
wgt =l () =Ly, w)] (1)
'y ;
The solution for equatlon (1) in the forward and backward direc-
tionsis

Fresnel’s equations of classical eleciromagnetic”

Surrounding hedium

e — Conductor
ng
Semitransparent solid
D1
I, 0, 6
%

Interface I/L\:L;/

y=L

E‘ Iy (0,p) %
; D I, u)
#=0
Mjl-m

Interface 2

Fig. 1 Physical model and coordinate system

LYy, ) = L0, u) exp(-T,/1) + foyxu(t)fbu(t) exp{-{7.(»)

-7,/ utdt/u, 0K p=1 (2)
L, (y,1) - 1,°(L, 1) expl(7y, = 7,)/ 1 —fL BV, () exp{
~[7(y) - 7))/ utdt/p, —1=p <0 (3)

ThephysicalAdepth y is used in these equations instead of optical
depth 7, since the temperature varies uniquely with y. The
boundary conditions appropriate to equations (2) and (3) are:

LYO; pYy= I, (u) + pg(u), ~(0,— ), 0< =1 ()
UL, w) = [1 = o, (W(Ty) + P, (WL, — 1),
-1=u<0 (5)

The second term of the right-hand side of these equations repre-
sents the specularly reflected radiation from the opposite direc-
tion. The first term in equation (5). is the emitted intensity from
the cond;ictor and lg* in equation (4) accounts for external ra-

Nomenclature
C; = expansion constant in equation (8) B, = interreflection function defined as 7or = reference valuefor 74, = kiL
E, = exponential integral function : /{1 - pj;(ﬂ)pzy(u)exp(—.?%ov/‘ ¢ = root-mean-square (rms) devidtion-
F. = local radiative flux defined by equa— 1)} ; "+ 9, = dimensionless 1ntensxty leaving the
tion (10) 7, =: function'defined asIb‘(T)/Ib (Ty) i solid defined as *
Gn = function defined in equation (13) 0 = dimensionless temperature, T/7T"" <170, /{1 = p1, ), (TH)}
which- equals E, for E,., p1, and 6 = polar angle between the normal to- ¢; = functlon deﬁned in equatxon 8)
pa, = flu) “‘the solid and the direction “of
I, = spectral intensity of radiation pencil of radiation within the solid Subscrlpts
Iy = Planck’s function ) 0" = polar angle outside the solid - r = reférsto reference value
k = thermal conductivity or imaginary x = absorption coefficient ' .0 =:refers to surroundmg medium
part of complex index of refraction K7 = dimensionless absorption’ coeffment*"v 1 = refers to semltransparent solid or
L = thickness of the layer : =Kok (TH) I _front surface’
n = real part of complex index of re- A’ =:wavelength™ o 2 = Tefers_to opaque materlal or back
fraction L - p = direction cosine, u = cosfl - © surface
A= complex index of refractlon o= v = frequency - X'='fwavelength ‘
n+ik ; = dimensionless depth, y/L » = frequency
© ¢ = heat flux p = reflectivity '
T = temperature 7, = optical depth defined as fo b(y Ydy’ Superscripts
_ t = dummy integration variable oy = °ptlfal thickness ~ defined as = 4 = forward (positive u) direction
y = depth f « (v)dy = backward (negative p) direction
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diation incident on the material. The directional reflectivities py,
‘and. .pay_are for radiation 1nc1dent on the mterfaces from 1n31de
"the solid and they vary with p: :

Equations (2). through (5) can be solved [5 ] to give the intensity
incident on interface 1 from inside I,=(0, u). An energy balance
on this interface shows that the emerging intensity I,~(0, 1’} is
related to the intensity just inside the solid by

V—(Oyu’) = [1 - piv(u)](n0u2/nil'2)1v—(o) !-‘L) (6)

Combining this equation with that for 1,=(0, u), ignoring any ex-
ternal radiation, and introducing dimensionless variables gives

/u
¢u(ll') = 61}(709, - ){[1 "qu(#)]'f) ( )
1 Qg orp) fu
) mele™” + ool Je*E)ae/ul,
“1=u<o M

The dimensionless absorption coefficient ,* varies-with £ since it
is a function of both temperature and frequency. The direction
cosines 1 and u’ are related by Snell s law of refractlon nay sind
= noy sind’.

Equation (7) is the prlmary equation- considered in the inver-
sion analysis. It is a nonlinear, inhomogeneous Fredholm integral
equation of the first kind. Assuming that k,* and n, are known
functions and ¢, is known within experimental error, the problem

is to recover the temperature distribution 9(¢) between § =0 and

1. Specifically, find 6(£) given N observations (within experimen-
tal error) of the emerging intensity ¢, for N independent condi-
tions (at frequencies vy, vz, ;. vy and correspondmg directions u1q,
m2, ..., uy) assuming k,*(6) is known.
To show qualitatively how (&) is recovered from equation (7),
the characteristics of the kernel.in th1s equation should be under-
stood. Fig. 2 shows a typical plot of the kernel versus & with 7q, Tu

Journal of Heat Transfer -

‘being a parameter. It reveals that the kernel drops sharply with

increasing £ for 7o,/p > 1.5, while being nearly constant for 7o,/u
<.0.5, i.e., the solid acts as if it were optically thin. The kernel

_must vary differently with £ for each emission data point for the

measurements to be independent. Thus, only one data point is
necessary for 7o,/u < 0.5, Also, only a few data points having
large 7oy/u are needed because the kernel decreases so rapidly
with £ that such data only affect the temperature profile near the
front surface. Results will be presented later to indicate an opti-
mum 7¢;/# range for which to sample emission data.

Method. of Inversion. There are difficulties. associated with

. inversion. For example, inversion of a Fredholm integral equation

such as equation (7) encounters problems of instability, nonuni-
queness, ill conditioning and finite measurements. Many investi-
gators have pointed out that inversion methods are. inherently
unstable and that input errors tend to produce. greatly amplified
output errors [6-9]. The errors arising in inversion are primarily of
four. types: (1) imprecise measure of the emitted radiation, (2)
imperfect models. for the spectral absorption coefficient, (3) com-
putational errors due to inversion, and (4) errors due to the limit-
ed set of measured values of ¢,(r’). Inversion tends to amplify
these errors and mathematical procedures such as linear [8], non-
linear [9], statistical [10], quasilinearization [11], relaxation [12],

_smoothing, [13), and others [14] have been developed to overcome

these problems. A summary of these studies is given by Wang [1].
In an attempt to overcome some of the difficulties discussed, a

.nonlinear . optimization procedure has been adopted. This is a

general procedure of inversion where Planck’s function is not lin-

earized and @ priori information about. the temperature profile

can be incorporated, if desired, to reduce the effect of data error.

Use of optimization in inversion problems was first employed by

Florence [15] and later by Barnett [16]. The procedure developed
can be summarized as follows. In an attempt to recover the tem-
perature distribution which best fits the spectral emission data,
the integral equation (7) is solved repeatedly with trial (assumed)
temperature distributions until the best least squares fit of the
emission data is obtained. Two ways are considered for repre-
senting the temperature distribution: (1) a discrete set of points
T(£;), and (2) a linear combination of given functions; preferably
orthogonal, e.g., Legendre polynomials,

m
9:T/T,=§c,.zp,ﬁ(g), 0=t=1 (8)

=
The particular optimization program employed in the analysis is
described by Fletcher and Powell [17] and has been applied to
many nonlinear problems. This routine can also include inequal-
ity constraints which the final solution must satisfy using the
procedure developed by Allran and Johnsen [18]. Two possible in-
equality constraints are: the temperature must vary monotoni-
cally through the material or there can only be one extremum in
the temperature distribution. Imposing constraints can decrease
the calculation time by “guiding” the procedure to an acceptable
solution -and can improve the results if data error is significant.

"However, meaningful results can be obtained even if constraints

are not imposed.

Both of the methods of representing the temperature distribu-
tion have been investigated. The discrete-point approach has the
advantage that spacing of the points may be varied within the
material to best represent the data, whereas, the linear combina-
tion of functions approach requires fewer coefficients because the
temperature distribution is expected to be fairly smooth. Details
concerning the inversion procedure are given elsewhere 4, 5].

The inversion procedure is programmed for computer solution.

‘Typical runs require about one second per temperature profile on

the IBM 370-165 computer.

Numerical Inversion Results

Inversion results were obtained using analytical spectral emis-
sion data to verify the inversion technique prior to performing an
experiment. The data were generated by assuming a temperature
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profile within the material and solving equation (7) by numerical .

integration for the emergent radiation intensity ¢, in the spectral
region of 2.5 to 4.1 um. Temperature profiles were then recovered
from sets of emission data. The technique was evaluated by com-
paring the recovered temperature profiles with the assumed ones.
Results will be summarized in this paper to show how well the
technique recover the temperature distribution with exact data,
the effect of data error, and the effect of optical thickness range.
A detailed discussion is given elsewhere [4, 5].

Exact Emission Data Results. Recovered temperature profile
results were obtained using exact emission data for a variety of
optical thickness ranges and profile shapes. Recovered discrete-
point and polynomial profiles agreed well (within 0.1 percent)
with the assumed profiles, thus, validating the technique.

Effect of Data Error. Realistically, there will be error in any
experimental emission data considered. To model such data, ran-

" dom error was introduced into the exact analytical emission data.
Each data case (containing N points) was perturbed five times,
generating five data sets, in order to get representative results.
The effect of error in the independent parameters » and r¢,/u was
not considered. k

Fig. 3 shows typical recovered results with random error (¢ = 5
percent) in the emission data for one assumed linear temperature
profile. Both discrete-point and polynomial results are given in
this figure. The spectral emission data employed consisted of ten
equally spaced wavelength points in the spectral region 2.5 < A <
4.1 pm. Five recovered profiles are plotted for each case in Fig. 3
corresponding to the five different sets of perturbed emission
data. The discrete temperature points in this figure are spaced
closer together near £ = 0. This indicates that the resotution of
the recovered profiles is better near the front surface which is a
result of the way the kernel varies with £ and Toy/t; as shown in
Fig. 2.

The errors listed in FIU' 3 are overall rms errors for the five pro-
files. The error for each profile is evaluated at the discrete points
or at fourteen different locations for the polynomial profiles. The
rms error is the lowest for the linear recovered profiles which are
of the same order as the assumed one. The higher order profiles
deviate more from the assumed one because they have more de-
grees of freedom to better fit the perturbed emission data. The
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maximum rms error in Fig. 3 is 2.5 percent compared to the 5
percent error in the emission-data. This error would have been
larger for higher order profiles if the results were not constrained.
However, the constraint had no effect on profiles having two or
three unknowns, These results then demonstrate that random
error is not amplified in the recovered profiles. This is partly be-
cause ¢, is a strong function of temperature (¢, ~ T¢, where a is
between 4 and 6 for the frequency and temperature range of in-
terest) and error is dampened when evaluating temperature. The
error is also dampened because ten emission data points are con-
sidered versus four unknowns. However, the rms error was in-
creased only slightly when the number of data points was de-
creased to six [5].

Effect of Optical Thickness Range. The selection of optical
thicknesses at which to measure emission data does affect the re-
covered results. The desired optical thickness range was discussed
previously in relation to Fig. 2. To investigate the effect of optical
thickness range, recovered profile results similar to those in Fig. 3
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results constramed

394 / AUGUST 1974

Transactions of the ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



were obtained for various optical thickness ranges with the same
linear temperature profile [5]. The optical thicknesses were equal-
ly ‘spaced logarithmically within each range. The results ‘indicate
that the recovered profile error varies significantly with optical
thickness range -considered. The minimum error occurred for
emission data which had the following optical thicknesses:

‘1. - One value aslow as 0.5,

2 A very large value to estabhsh the front surface tempera-
ture, and

3 A number of values between 0.5 and 5.

Including many optical thicknesses larger than five is desirable
only for nearly linear profiles where better defining the recovered
profile near the front surface helps in determining the whole pro-
file.

Experiment

An experiment was conducted to verify the inversion procedure.
It was designed to determine feasibility of the procedure rather
than accuracy. The experiment provided spectral emission data
‘from 2 semitransparent solid whose temperature profile could be
predicted. One-dimensional heat transfer was modeled using Cor-
ning Code 7940 fused quartz for the semitransparent solid. Fused
-quartz was selected because it has desirable thermophysical prop-
erties and its optical properties are reasonably well known. The
sample was heated from the back side and spectral energy leaving
the front surface was measured. The samples had a 15-cm dia
and thicknesses as large as 2.54 c¢m.' The diameter-to-thickness
ratio was large enough so that one-dimensional heat transfer was
modeled. A thin, opaque layer of gold was coated on the sample’s
back surface. This coating blocked radiation emitted by the heat-
er from entering the sample. The sample’s surfaces were very
smooth so that the gold coating-sample interface was specular.

Pig. 4 shows a cross-sectional view of thé test assembly Ther-
mocouples are embedded in the block\ to measure heat flux and
heater surface temperature. The 'sample sits on top of the heater
block with a 0.007-cm gap between the two to insure uniform
‘heating. The temperature of the sample’s back surface is calcu-
lated from the heater suiface temperature and heat flux. The
front-surface temperature of the sample was measured using
0.005-cm dia thermocouples which are soldered to the samples.
These thermocouples are located near the center of the front sur-

900

face. A water cooled aperature plate above the sample serves as a
heat sink and an aperature for emerging radiation. There is also a
gap between the sample and aperature plate to provide uniform
thermal resistance and to model the boundary condition in Fig. 1.
The sample and heater block are immersed in insulation to mini-
mize heat losses.

Spectral radiation (2.0 to 5.5 ym) passing through the aperat-
ure of the test assembly is detected by a Perkin-Elmer Model 112
spectrometer. In this spectral range fused quartz changes from
being nearly transparent to opaque, i.e., semitransparent. The
spectrometer was calibrated using a black-body installed in situ.
During calibration and testing the spectrometer and test assem-

* bly were purged ‘with nitrogen to remove any gases having ab-

sorption bands in the spectral region of interest. A detailed dis-
cussion of the experiment is given elsewhere (5].

Experimental Results

The experiment yielded spectral emission data for fused quartz
samples at various temperature levels. The temperature profile
through the samples was predicted from a heat transfer analysis
(described in the Appendix) using experimental temperature data
to define the boundary conditions. Temperature profiles were re-
covered from the experimental spectral emission data and were
compared with the predlctlons to evaluate the inversion tech-
nique.

The physical property data for the Corning Code 7940 glass

‘samples were taken from published data. Spectral absorption

coefficient values were calculated from transmission data for Cor-
ning 7940 glass from Wedding [19]. These data were supplement-
ed by fused quartz data [20, 2I] for lower x values. Data from
Wray and Neu [22] were employed for the index of refraction for
Corning 7940 glass. Thermal conductivity data, needed for the
heat transfer analysis, were taken from Lucks, et al. [23]). The
index of refraction of the gold coating i, was assumed to be 1.31
+ 110.7. This value yields a reflectivity in the normal direction of
0.96 for the contiguous medium having an index of refraction of -
unity. This reflectivity agrees well with experimental data for

‘electrolytic gold in the spectral region of interest [24]. The as-

sumed value of fiy gives a normal reflectivity of 0.94 for ny = 14
(an approximate value for fused quartz).
Typical recovered and predicted temperature profiles derived
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from the experimental data are shown in Fig. 5. The recovered
profiles are defined in terms of three and four discrete points, and
first and second order polynomials. The measured front-surface
temperature and heater-block surface temperature plus the cal-
culated back-surface temperature are also shown in this figure.
The optical thicknesses considered follow the recommendations
from the numerical results with three values greater. than 5.0 in-
cluded.

~The predicted profiles in Fig. 5 were derived from a five-band
analysis with the back surface temperature and heat-transfer
coefficient at the front surface defined. The profiles are nearly
linear which show that conduction is dominant. This is due in
part to a large fraction of the radiation emitted being in.a spec-
tral range where fused quartz is opaque. In establishing the pre-
dicted profile, the back surface temperature was adjusted until
the predicted temperature at the front surface agreed with the re-
covered value. This approach was taken since neither surface
temperature. taken from the thermocouple data is very accurate.
The measured front-surface temperature has been shown in sub-
sequent testing to be low by about 10K [25]. The calculated back
surface temperature is subject to error because of inaccuracies in
gap height and heat flux. The choice of matching .the predicted
and recovered profiles at the front surface was made because any
error in the recovered profile at this location is due to measure-
ment error and not the inversion technique. In effect the bounda-
1y conditions employed in the heat transfer analysis were. the
temperature and heat-transfer. coefficient at the front surface.
This approach of predicting the.temperature. profile was justifi-
able in checking out rather than evaluating accuracy of the inver-
sion technique. Accuracy .is the subject of another investigation
[26]. The thermocouple data, although not directly used, do qual-
itatively show that the predicted profiles are correct.

The discrete-point and polynomial approaches yield smnlar re-
covered proflles in Fig. 5. The profiles become lower in the middle
and higher toward the back as the number of unknowns in-
creases. Three discrete points and second order profiles have the
same number of unknowns and the resulting profiles are nearly the
same except near the back surface where the second order poly-
nomials diverge. This indicates that variable spacing in the
discrete-point approach- has a favorable effect. Thus, the poly-
nominal approach could be improved by transforming the space
variable y, e.g., y — y®, where a is a constant [5]. The recovered re-
sults in Fig. 5 were obtained with the monotonic constraint en-
forced. However, enforcing the constraint only affected results for
four discrete points. The resulting errors in fitting the measured
emission data varied from 1 to 1.5 percent. As the number of un-
knowns defining the profile increases, the fit of the emission data
becomes better, as expected.

The predicted and linear recovered profiles in Fig. 5 agree well
especially for the two highest temperature cases. The slight de-
viations in slope could be caused by error in the thermal conduc-
tivity or optical properties employed for the samples or efror in
the measurements. Because of uncertainties in-property data, it
is concluded that the predicted and linear recovered profiles agree
within the accuracy of the predictions. The consistent deviations
of higher order recovered profiles from the linear ones are due to
errors in the emission data, absorption coefficient data and/or
back surface reflectivity. Random emission data error could not
explain these deviations because the trends are consistent.:Fixed
emission data error could occur but this error would have to aver-
age 5 percent to explain the deviations observed, based on the
numerical results. Any fixed emission data error would not be ex-
pected to be this large. Thus, at least part of the deviations are
caused by error in the absorption coefficient data and/or back
surface reflectivity. Sensmvxty studies have shown that the back
surface reflectivity could not have. caused the deviations because
a change in the back surface reflectivity has an opposite effect on
the emitted radiation from the conductor than on the reflected
radiation from the semitransparent solid [5].

Sensitivity studies were also performed to indicate the effect of -
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absorption coefficient data error. [5]. The deviations of higher
order profiles were -cut in half by adjusting the smaller x,values
by less than ten percent. Thus, absorption coefficient data error
caused much of the deviations observed.:Larger «; values were
not varied because transmission data [19] for a 1.0 mm thick
sample should yield accurate absorption coefficient values for «,
> 1 cm~1. These findings show that available property data:are
sufficiently accurate to recover simple profiles but better data
would be needed for more complex profiles.

Conclusmns

The results presented in thlS paper demonstrate that the iniver-
sion procedure developed does properly recover the temperature
distribution in a semitransparent solid from spectral emission
data.

Analytical results show that error in the .emission data is ‘not
amplified in the recovered profiles.and that the emission data
should include optical thicknesses as low as 0.5, a very large
value, and a number of values between 1 and 5 to get optimum
results. Including many optical thicknesses greater than five will
be beneficial only for nearly linear profiles.

In the experimental results, the recovered linear profiles agreed
‘with the predicted ones within the accuracy.of the predictions.-
Higher order recovered profiles deviated from the linear ones due
partly to error in the absorption coefficient data. Available prop-
erty data are then sufficiently accurate to recover simple profiles, "
i.e., nearly linear, but better data are needed for more complex
profiles.
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APPENDIX

Heat Transfer Analysis . ~

The temperature profile in the test samples was predicted from
a one-dimensional combined conduction-radiation heat transfer
analysis with the boundary conditions established from the ther-
mocouple measurements. The heat transfer analysis is briefly de-
scribed in this Appendix.

The conservation of energy equation for steady, one-dimension-
al heat transfer by conduction and radiation within the material
may be written as !

dq/dy = d[-k@dT/dy) + Fl/dy = 0 (9)

Journal of Heat Transfer

The spectral radiative flux F, is obtained from the definition

1
E(y)= 27rf0 LY (u)udy —2ﬂf0—11u'(u)udu (10)

Combining equations (2) through (5) and substituting into equa-
tion (10) yields an expression for the local radiative flux at any
planey [5],

= 27rf (), (t)sign(y z(l - T,,(t)|)dt
+ 27Tf t)lbv(t){GZ P1oPay, [2Tg + T(3) — 7, L1
- GZ[DIVDZW [Tv(f) - TV(J’)]] + GZ[piuy [7v(l) + Tv(y)]]
= Gyllog, [270, = 1) — RO}t
+ 27rf0110‘u‘(u)3u[e"(’.”“ —pz;e_EZTOV-T(y)]/u] pd
+ 2ﬂ1bu(T2){G3[(1 _pZV)pivy [TOD + 7(}’)]]
- GK[(I - pZV)’ [TOV - T(y)]]} (11)
where
+1, y>t
sien(y -0 ={_, (12)
1
a)= fo B, f(1)exp(—a/p)u"*dp (13)

In equation (11), the first term represents emission from within
the material, the second is the emission that has been reflected
by one or both of the interfaces, the third represents energy inci-
dent on interface 1 from external sources which reaches y, and
the fourth is energy emitted by the conductor which reaches y.
The total radiative flux was calculated from F. using a band ap-
proximation where F, is assumed to be constant within each
band. Five bands were employed in the analysis in order to model

. the spectral absorption coefficient variation [5].

The temperature distribution was calculated by integrating
equation (9) twice with respect to y and numerically solving the
resultant expression using a method of successive approximations
[5]. The boundary conditions employed were the back surface
temperature and, either the front surface temperature, total heat
flux or conductive flux, at the front surface. All these conditions
could be determined from the thermocouple measurements in the
test.
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1 Introduction

The transient-heat-conduction equation for a reactive solid
obeying zero order kinetics is

8T -
pe 5 = kVIT + pQae P/ R, ‘ (1)
where T is the absolute temperature measured in degrees Kelvin.
The constants occurring in equation (1) are:

p, ¢, B = density, heat capacity, and thermal conductivity, re-
spectively,

heat of decomposition of the solid (J /kg),

frequency factor (sec—?),

Arrhenjus activation energy (J/ mole), and

universal gas constant (J/mol — deg K).

e D
Il

This paper presents the calculation of approximate solutions to
equation (1) for two and three-dimensional situations by means of
the finite-element method.

The steady-state problem

( % = 0 in equation (1))

has been investigated for the three simple cases—the infinite
slab, the infinite circular cylinder, and the sphere—in which tem-
perature is a function of one coordinate only and where the
boundary conditions are of Dirichlet type, in particular, a fixed
value of the boundary temperature Ts. It has been shown that
the existence of steady-state solutions for these situations de-
pends wholly on a single dimensionless parameter §, the Frank-
Kamenetskii parameter, given by

Contributed by the Heat Transfer Division for publication in the
JOURNAL OF HEAT TRANSFER. Manuscript received by the Heat Trans-
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Spontaneous lgnition: Finite
Element Solutions for Steady and
Transient Conditions

Steady-state and transient ignition problems are solved by the finite element method.
Discretized equations for the reactive heat equation are set down using Galerkin’s meth-
od. The steady-state discretized equations are solved by an incremental Newton-Raph-
son procedure using the Frank-Kamenetskii parameter as the incremented or “loading”
variable. Critical values of the Frank-Kamenetskii parameter are given for both common
and unusual shapes using isoparametric finite elements to describe the geometrical fea-
tures of the bodies. The transient ignition problem is solved by using the finite element
spatial description together with a midinterval time differencing scheme.

_ g2 Q2 _
0 =17 pW exp‘( E/RT,), (2)

where r is the radius of the sphere and cylinder or the slab half-
width.! The Frank-Kamenetskii approximation leads to a much
simpler equation for steady-state situations

V2¢+ 6e? =10 (3)

with the boundary condition, ¢ = 0. The behavior of solutions to
equation (3) is such that there exists a. critical value of §, called
dcrit, above which no solutions of equation (3) should be expected,
and below which (8 < dcrit) multiplicity of solutions can occur.
This nonuniqueness property of solutions to equation (3) is dis-
cussed in reference [2].* Analytical solutions previously have been
obtained for the infinite slab3® (8cric = 0.878) and the infinite cir-
cular cylinder? (6crit = 2, exactly).

For bonafide two- and three-dimensional steady-state situa-
tions equation (3) is a nonlinear partial differential equation and
no general analytical solutions are known. In spite of this, ap-
proximate methods have been devised that lead to estimates of
the critical value of the Frank-Kamenetskii parameter.5-6 The
method of reference [5] which builds on the Semenov approxima-
tion (a spatially uniform temperature field in the body exceeding
the ambient temperature T; with heat transfer occurring only at
the boundary) leads to good bounds on the critical value but is
restricted to bodies with a center of symmetry. In addition the
methods of both references [5 and 6] require the body to be con-
vex, and it is not clear how these approximate methods can be
altered for improved accuracy. The finite element method de-
scribed here does not possess these topological limitations, does
allow for improved accuracy, and can accommodate quite general
boundary conditions as well.

1 Numbers in brackets designate References at end of paper.

Transactions of the ASME

Copyright © 1974 by ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution

f NO
SOLUTION

Fig. 1 Schematic of incremental Newton-Raphsan procedure for deter-
mination of d¢rit )

In Section 2 of this paper, the discretized finite-element equa-
tions for equation (1) and for the criticality problem described by
equation (3) are derived using the Galerkin’s method. The result-
ing set of nonlinear discretized equations for the ¢riticality prob-

lem is solved in Section 2 by an incremental Newton-Raphson

procedure where the incremented variable is & itself. In Section
3, the critical value of 8 is computed for both common and un-
usual two- and three-dimensional solids using isoparametric finite
elements, and comparisons are made with known‘orA previously
computed results. The multiplicity of solutions to equation (3)2 is
demonstrated for the case of an infinitely long cylinder of ellipti-
cal cross section, and-an example calculation involving a finite
surface heat-transfer coefficient is given. - o

In Section 4 we treat the more difficult time-dependent prob-
lem of equation (1). Here we are mainly interested in the situa-
tion of a reactive solid initially at room temperature and im-
mersed in a constant temperature bath, where the bath tempera-
ture T, yields & given by equation (2) greater than d¢rit for a body
of the given size, shape, and thermo-kinetic properties. Under
these conditions an equilibrium thermal state cannot be attained
and spontaneous ignition will occur after a certain time interval
called the induction time.” The discretized equations for equation
(1) are employed together with an unconditionally stable time
differencing scheme in Section 4 to predict induction times for
reactive solids. The stability feature allows us to use a time-step
adjustment method which, in turn, is very successful in following
the thermal bebavior of a reactive solid right up to its ignition
time (or equilibration) with only modest demands on computing
time. Again using isoparametric elements, two examples are given
"in Section 4 where the induction times are computed for a reac-
tive sphere and for a composite geometry involving both a reac-
tive and an inert solid. -

2 The Finite Element Method )

A Equations of the Discrete Model. The finite-element
method is now well known and accounts of the method are avail-
able.8 Briefly, we suppose that the region of interest Q is divided
into a finite number of subregions—called finite elements (as
shown, for example, in Fig. 4 of this paper). The subdivided re-
gion will not, in general, correspond to the region @ because of
disparities along the boundary; however, isoparametric elements
allow an accurate description of curvilinear boundaries. At the in-
terconnections {either along edges or at joints) of the assemblage
of elements, nodal-point values of the dependent variables of the
problem are defined (e.g., ¢ in equation (3)). Once nodal point
values of ¢ are defined, the variation of ¢ is completely defined
within an element by the shape functions :

Nxy),i=12....L,
L (4)

p(x,p) = EN;(x,y)%,
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PLANE 1-703 (1-70) 4536 2-001 (2:000) 5.065
AXISYMMETRIC  2-767 7-268) 3323(3-322) 6766

Fig. 2 Critical numbers for common shapes (exact resuits or previously
published approximations in parenthesis)
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i S . 2 2, 4 ) 2- 157
/ N 4 2 4 © 2- 024
o EXACT 2- 000

1

Fig. 3 Table of critical numbers for cylinders of finite length

where L is the number of element nodal points. For the problems
treated in this paper the shape functions are chosen to preserve
continuity of ¢ across the interface between two elements. Popu-
lar choices of these compatible shape functions for two-dimen-
sional field problems of engineéring and physics are the linear
shape functions for the three-noded triangle and the shape func-
tions for the linear, quadratic, and cubic isoparametric quadrila-
terals. The isoparametric elements can be deformed into curvilin-
ear quadrilaterals by using the shape functions themselves to ef-
fect the coordinate transformations. See reference [8] for details.

Once elemental shape functions are taken, all that remains is
the determination of the nodal values of ¢ that satisfy the field
equations and boundary conditions of the problem. To make mat-
ters explicit, we consider a slightly more general equation than
equation (1),

0 (k3g) . 9 (kag) _.22 i g
5% ox a8y + 5Q() ¢ =0in g (5)

with the boundary conditions
¢ —¢,=0o0n Ty (6)

k%}+>\(¢)—<pa):00nl“2 (1)
The field equation, equation (5), includes, as special cases, both
equations (1) and (3) and we have, in addition, allowed for the
situation in which the heat capacity and thermal conductivity
depend on ¢. The boundary condition, equation (6), corresponds
to that of a specified temperature, whereas equation (7) typifies
Newton cooling with surface heat transfer coefficient A;

2
an

denotes the normal derivative to I'.

To obtain the discretized equations on the element level we use
the Galerkin method and weight the residuals of equations (5)
and (7) with the shape functions Ni(x, y), i = 1,.. L given in
equation (4). Assuming that the right-hand sides of equations (5)
and (7) are not zero, we let R gbe the residual of equation (5) in
Q, and Ry be:the residual of equation (7) on I'z (boundary condi-
tion, eduation (6), involves zero residual), and set to zero the sum
of the weighted residuals

[NRaAQ+ [ N Rrds=0,i=12...L, (8
Q T,
2
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where the integrals in equation (8) are taken over each element of
Q.

Inserting equations (5) and (7) as residuals into equation (8)
then gives contributions to nodal point residuals,

S N,{-—— gLy + —y( 22) 4 5q(g) ~ 2
,a_¢
- frchi{}\ s

Using Green’s theorem on the first two terms of the first integral
. and multiplying through by —1 then yields

8V8 8VA8
J el e, 2 de

ax Bx ay oy
]
~ [ e, 22as v [ N 22+ Mo ~ @t ds = R, (10)
re an rzc’ on -

}dn

)\(QD — (pa)}ds —_ R{, 1= 1,2 .. L. (9)

— 8N, Q@ )+cNi }dsz

i=12...L.

Finally, the shape function representation for ¢ itself, equation
(4), is substituted into equation (10) with the understanding that
- the nodal-point values ¢: now depend on time ¢; = ¢, (). Can-
celling like-surface integrals over T', then gives

L
f ] BN szl aN )_’_B_NIE@_VL _(l—)]dQ ,

8y .j=1 9y @

z s
-5f NQe)dR + [ écNi_Z%Njg'aj(t)dQ
Q¢ ry j= :

L ) L
+ f W LN, ) = 9ads =Ry i=12..L, (1)

which we write in formal matrix notation as
HI{ol + [CF{p)e - o{F} = {R} (12)

In equation (12) {p} and {¢} are the element nodal point qo vector
and its time derivative, [H}® and [C]e are matrices whose compo-
nents are

o=

X
Ny aj‘ }dQ+f AN, ds (13)
2

I{BN AN; ‘87
dx 8\ ay

and

c”e:fQBcNiNidQ, (14)

and {F}€ is a vector with components -

fe=[ NQdQ +-[ N 0.ds . (15)
Q¢ rze

The second integrals in equations (13) and (15) contribute ‘only if
‘the element has an external boundary on Wthh equatlon (‘7) is
specified.

The process of obtaining nodal values: of ¢ described in the
foregoing applies on the element level. The elemental equations
are then assembled to give the nonlinear set of equations for the
M-dimensional nodal-point vector {¢}

Hlo} + (o} - olF} = {0},

where ‘('16)

= Ze_—)C“-e F{ = Ze>f1e

and summatjon is taken over the elements. In the assembled set
of equations the residual vector {R} is annihilated. The set of
equations, equation (16) is highly nonlinear with [H], [C], and {F}
depending on {e}. However, for the steady-state criticality prob-
lem described by equation (3), the matrix [H] in equation (16)
depends on the shape functions alone and the second term is
dropped, resulting in the equation

HJ:§]IUQCJ
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H]{p} - 6{F} = {0} 17)

with the nonlinearity confined to {F} whose elemental components
now take the form

=/ N;evdn . (18)
Qe

The remainder of this section is concerned with solving the finite-

element criticality equations, equation (17).

B Solving the Discretized Criticality Equations. Several
methods are available to solve a nonlinear set of equations such
as equation (17) and we have adopted an incremental Newton-
Raphson procedure, beginning with the solution {e} = {0} for § =
0; this method also provides a value of §¢rit. In the Newton-Raph-
son procedure one again defines a residual vector {¢}

. ¢M)} = [H] Q”M)}

for the M unknown values of ¢. Given a value of 3, and a starting
value {g}9, succeeding estimates of the solution: vector for the
given 6 are computed from the algorithms, . -

(e ley, 0 {o}—8{F(oy, .. (19)

8\11 ne \
b5, ¢ {Aqo} = —{o}, {40} P={el + {20}, (20)
n . .
wherq o
AW ;
oo,
isa matrix wiﬁh components ) )
EA : :
840 =H; - Gze}féeNiNje“’dQ. (21)

In equation (21) Hi; are the components of ‘H] in eqﬁaﬁon (17)
and the summation again occurs over the elements makmg up Q.
It is apparent that the matrix
2]
9 7,

"can be éssembléd element-wise just as [H‘]' was;and; furthermore,

that the matrix is symmetric. This symmetry of
Y
2L
o P n o
is"not present if [H] depends on {e}. It is also apparent that
R
d
P n )
must be reassembled at each interation since it depends on {e}.

The strongest case for use of the Newton-Raphson method to
solve systems of nonlinear equations is its high rate of conver-

- gence, if convergence does indeed occur, and the fact ‘that power-

“Beomr = 11234

020 040 060 080 100 120
8

Fig. 4 Finite element mesh for ellipse and.plot of ¢4 versus § showing
both solution branches
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ful theorems exist concerning conditions for convergence and rate
of convergence. These theorems for convergence of Newton’s
method, as applied to operator equations in Banach spaces, are
due to Kantorovic and are discussed in reference [9] with a view
toward the computational theory of nonlinear equations. In fact,
a very high rate of convergence was observed in the Newton-
Raphson procedure for solving equation (17)—usually. three it-
erations, or at most five, would give residuals of less than 10-9 for
all of the problems tested in Section 3.

The incremental Newton-Raphson process was carried out in
the following fashion. Beginning with a set _value of ¢ and the ini-
tial vector {¢} = {0} an attempt was made to solve equation (17)
using the algorithm of equations (19) and (20). If convergence oc-
curred, § was incremented and the procedure repeated using as
the initial {y} the solution vector of the preceeding increment. If
convergence did not occur, § was taken at its half-increment
value and this process was continued until convergence occurred.
Where the change in § required to produce convergence was less
than 10-3, the incremental process was terminated and the previ-
ous § was taken to be the critical value. This incremental New-
ton-Raphson process is shown schematically in Fig. 1. Usually 10
increments served to determine dcrit.

In Section 1 we indicated the existence of several solution vec-
tors {¢} for every value less than the critical value. As in the fore-
going, the second solution branch can be determined by the incre-
mental Newton-Raphson procedure, but here there is a difficulty

“in finding a suitable initial vector {p}° to ‘guarantee that the
Newton-Raphson method will converge to a solution on the upper
branch. The procedure used with success was to guess a trial vec-
-tor {}0 for the region; 4% was then computed using

50 — {F}T[H]{W}O 5 ‘ (22)
- AFHHER

which follows directly from equation{‘ (17). In equation (22) {FiT

denotes the tramspose of the vector {#]. The Newton-Raphson
method was carried out using these values of 5° and {¢}° to obtain

-a starting solution on the upper branch, and the incremental pro-
cedure was then carried out as described for the lower branch.

In all cases the critical value of the Frank-Kamenetskii param-
eter obtained from above or below agreed within 10-3.

3 Critical Parameters for Common Shapes

Described by Isoparametric Elements

. The processes of numerical analysis described in Section 2
have been incorporated into a two-dimensional finite-element
"-analysis program. The program uses linear (4 nodes), quadratic (8
nodes), or cubic (12 nodes) isoparametric elements to describe the
various regions and their curvilinear boundaries, and the integra-
tions in equations (13), (14), (15), and (21) are carried out numer-
ically as described in reference [8] using four and nine Gauss inte-
gration points for the linear and quadratic elements, respectively.
Not more than 20 quadratic elements with a total of between 40
and 80 nodal points were used for most problems. This required
about five minutes of computation time on an ICL 1905-E com-
puter for the determination of one solution branch and the criti-
cal value of the Frank-Kamenetskii parameter. Symmetry condi-
tions were used whenever possible.

The first test was to check a numerically computed solution
against a known solution. For this test we chose the reactive slab
of unit semi-width whose analytical solution is known (references
{1 and 3]) and whose critical value of the Frank-Kamenetskii pa-
rameter is 0.878. A crude ‘approximation, using only three nodal
points across the half-width, was used with the outside mesh
_point values of ¢ set to zero, corresponding to the Frank-Kamen-
etskii boundary condition. Table 1 illustrates the results obtained
using, as a description of the region, two linear elements, one par-
abolic element, or a three-point finite-difference approximation.
(For this problem the use of linear or quadratic finite elements is
equivalent to assumption of a linear or quadratic variation of ¢
within the element.) Again, for the finite-difference approxima-
tion, the resulting nonlinear equations were solved by the incre-
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Table 1 Comparison of finite element and finite
difference numerical solutions with the analyti-
cal solution for the slab reactive heat equation

g:0
FINITE DIFFERENCE
— TWO UNEAR FINITE ELEMENTS
- S ONE QUADRATIC ELEMENT
7 .
VALUE OF ANALYTICAL FINITE LINEAR FINITE =~ PARABOLIC
b SOLN(LOWER|I OIFFERENCE  ELEMENT FINITE ELEMENT
0-500 0-3290 0-3348 0-3230 0-3287
0 '800 0-7465 0-8051 0-6944 0 -7407
0-878 1-188 NO SOLN 0-8996 1075
CRITICAL 0-878 0-848 0-924 0885

mental Newton-Raphson procedure. The accuracy of the single
quadratic element in predicting both the center value of ¢, given
6, and the critical parameter was very reassuring and prompted
the use of the quadratic isoparametric element in all of the criti-
cality calculations presented in this section. This accéuracy can be
explained somewhat if one recalls that the slab-heat equation
with constant internal heat generation has as its solution a qua-
dratic function.

Fig. 2 illustrates the results of the calculation of the Frank-
Kamenetskii critical parameter for some common geometric
shapes—both plane and axisymmetric. Only quadratic isopara-
metrics were used (the mid-side nodes of the elements making up

-the five shapes of Fig. 2 are not shown). Our results are in excel-

lent agreement with analytical, or previously computed, values of
the critical parameter. For instance, the critical values for the in-
finite circular cylinder and the sphere are 2 {(exactly) and 3.322,
respectively, and the published value for the infinite square rod is
1.70.5 For the last three shapes of Fig. 2 the reader should realize
that approximation involves both inexact variations of ¢ within
each element as well as an approximation of the shape of the
boundary; the first two shapes involve no boundary approxima-
tion.

Fig. 3 lists the critical parameter for finite-length circular cyl-
inders of unit radius and various L/R ratios, where 2L is the
length of the cylinder. As can be seen in the table accompanying
Fig. 3, the critical value of the finite-length cylinder with L/R
equal to 4 is very close (within about one percent) to that of the
infinite cylinder. This result contradicts a corresponding result in
reference [5] which claims a six percent end correction for a cylin-
drical reactant mass with L/R equal to 4. On the other hand, for
relatively thin circular disks the critical parameter is determined
mainly by heat conduction axially. Fig. 3 gives a critical parame-
ter of 15.38 for L/R equal to ¥ If this value is normalized to a
unit half-thickness by dividing by 16 (see equation (2)), then the

_critical parameter is 0.961—still 10 percent greater than the criti-

cal parameter of the infinite slab of unit half-thickness. The re-
sult for the equicylinder (L/R = 1) agrees with the value 2.76
given in reference [5].

To demonstrate the versatility of the finite-element method, a
criticality calculation was also carried out on the equicylinder
with finite-surface heat-transfer coefficient. For this case, the
boundary condition is that of equation (7) over the whole of I'. In
terms of ¢, the boundary condition becomes

g

o + np=0o0nT,
where p is the ratio of the surface heat-transfer coefficient and the
thermal conductivity of the reactant mass. The critical values of
5 for the equicylinder were found to be 0.081, 0.675, and 2.143 for
n equal to Yo, 1, and 10, respectively.

Fig. 4 illustrates a finite-clement mesh for one quadrant of an
infinitely long rod of a reactant mass, the cross section of the rod
being elliptical with minor and major axes of lengths one and
two, respectively. In this figure can also be seen the plot of the

AUGUST 1974 / 401

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



LOWER SOLUTION

UPPER SOLUTION

Fig. 5 Contour lines of ¢ for Iowek‘andvu'ppe‘r solutions for an ellipse,
=0.75

center value of ¢ versus & up to the critical value 1.234, obtained
from the incremental Newton-Raphson procedure. The upper
branch of ‘center ¢ versus ¢ is also shown in Fig. 4. This branch
was obtained by using as ‘an initial vector, {¢}®, a set of nodal
point values interpolated parabolically along the radius from the
center through the point:using a center value of 4, a zero center
slope, and a zero value on the outer boundary of the ellipse. The
initial § computed from equation (22) was 0.314. For these trial
values the Newton-Raphson process converged to the uppermost
point shown in the upper solution branch. The complete upper
solution branch was then generated, as for the lower branch, by
the incremental Newton-Raphson procedure. Fig. 5 illustrates
contour lines for ¢ for the two solutions when 3 equals 0.75.

The last example in this section concerns a configuration that
does not possess a center lying inside of the body of reactive ma-
terial. Consequently, this configuration is not amenable to many
approximate methods for determination of its critical parameter
such as those described in references [5, 6]. The finite-element
method is not restricted by such topological considerations. Fig. 6
illustrates "a finite-element’ mesh for such a configuration—a
doughnut of unit radius with inner radius R. Using the i incremen-
tal Newton-Raphson procedure, ‘the critical value of the Frank-
Kamenetskii parameter was computed to be 1.843, 1.978, and
1.993 for R equal to 0, 1, and 2 units, réspectively. Solutions for
all positive R are bounded above by 2, the critical value for the
infinitely long circular cylinder of unit radius.

4 Transient Solutions for Spontaneous Ignition
A Solution Method. In ‘this section we are concerned with so-
lutions of the transient reactive heat equation (1). The discretized

equations for equation (1) have been derlved prekusly in Sec-
tion 2, equation (16),

B {e} + [c]{o} —o{F}t= {0},

where the dot mdlcates time derivative. In addxtxon lnltlal condl—
tions

b= toh

must be specified at ¢ = 0 for a well-posed problem The elemen-
tal components of {F}, in the absence of the Frank-Kamenetskii
approximation, are : ' :

(23)
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AXIS OF SYMMETRY

R’ beriT

0 1-843
1.0 1-978
20 1-903

Fig. 6 Geometry and finite element mesh for.the doughnut of unit radi-

=06 N FRogo+ [ AN,p.ds, (24)
; Qf r,° :
where. now § = pQz, ¢ is the absolute temperature itself, and ¢q
is the ambient temperature to which the reactant mass is
subjected. :

To solve the transient equatxon equatxon (16) we proceed by
discretizing time pointwise, i.e.;, we consider a sequence of points
in time to = 0, t3, t2 . ... tn, .... At a time £, say, we can write a
midinterval approximate for the'vector {gp‘}

(el Lot ~loks

where At = "tpyq1 — tn. If We'evaluate the remaining terms in
equatlon (16) at the mid-interval (for instance, {¢}n+1/2 ="%({l¢}n
+ {olnt1) ete.,) we obtain the equation R

A (2 Cloh ol

‘ {F} +{Fh.) =10 (@28)
We now make the further assumptlon that the conductivity and
heat-capacity matrices {H] and [C] do not vary greatly with ¢ so
that they can be regarded as constant with respect. to the change
in.¢ occurring in the time interval At. Equation (25) can then be
rearranged, putting the components of {¢}r 1 on one side, to give

((H)+ =Mooty — 6{F}., = B

Mot + o{F}, (26)
where the right-hand side is known since |¢}» is known at ¢,. The
nonlinear equation (26) is not unlike the discretized criticality
equation (17).

Equation (26) provides the - algorithm .for advancmg in. time
from the initial {¢}o in solving the transient equations (16). I
contrast to explicit methods of solving equation (16) this algo—
rithm is unconditionally stable for linear problems and corre-
sponds to the Crank-Nicolson method® of time stepping for fi-
nite-difference equations. This stability feature is very important
for the spontaneous-ignition problem, as will be shown later, since
it allows the usé of arbitrary size time steps At¢-large time steps
being used in the induction period when the ‘heat generated by
reaction is tfivial, and -very small time steps being used to follow
the temperature field of the reactive solid 4t times close to spon-
taneous ignition. In addition, the truncation error associated with
the Crank-Nicolson procedure is on the order of (At)2 contrasted

~(H] - =
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Fig. 7. Reactive sphere—induction time versus Frank-Kamenetskii pa-
rameter '

with (At) for the usual explicit time-differencing method.:

At each time step, then, the nonlinear set of equations, equa-
tion (26) must be solved. Again we found that the Newton-Raph-
son method, in spite of the greater amount of computation for
‘each iteration, was more efficient for solving equation (26) than
the method of successive approximations. The Newton-Raphson
procedure for solving equation (26) is little different than that for
handling equation (17) discussed previously—the only difference
being a constant vector (the right-hand side) that must be in-
cluded in the calculation of residuals, and in the form of {F} (see
equation (24)).

An automatic time-step-adjustment feature was incorporated
into the transient program for studying spontaneous ignition. Two
parameters, Agmax and A@min, were read into the program. Over
any time interval of length At, equation (26) was solved using the
right-hand side determined by {e}; for problems where [H]
and [C] depended on {¢}, these matrfceg"%vere likewise evaluated.
The norm of the difference ({¢}ny1 — |p)n) was then computed
excluding those points of I' where {¢] was specified. If the norm
was less than Agmin, At was doubled before going on to the next
time step, whereas if the norm was greater then Apmax, At was
halved and the calculation for that time step repeated (this pro-
cedure was repeated until the norm was acceptable). Finally, if
the norm lay between the two limits the calculation was ad-
vanced directly to the next time step. Over the spectrum of tran-
sient problems solved by this method, Af¢ varied over enormous
ranges of values—from 10-* sec, near spontaneous ignition, up to
104 sec, for slowly varying ¢ whenever an equilibrium situation
was approached. This in itself is an indication of the saving in
computer time compared with constant time-increment methods.

b=2

700

600+

t=330, At = 160

TEMPERATURE IN °K
TEMPERATURE [N °K

£ E

Fig. 8 - Temperature profiles for ignition (§ = 16) and nonignition (§ =
2) transient behavior of a reactive sphere
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CONVECTIVE
BOUNGARY

INSULATED
BOUNDARY

Fig. 9 = Composite test problem showing finite element mesh a'nd bound-
ary conditions N

AMBIENT
AIR 333°K

\—NUCLEUS' OF IGNITION

Fig. 10 Temperature protiles at ignition for inert—explosive composite

B Results. The calculational procedure described in the fore-
going was tested on the problem of a reactive sphere of unit cm
radius, initially at room temperature, and subjected to an ambi-
ent temperature ¢q equal to 500 deg K. Again, this is a one-di-
mensional problem but is treated here as a two-dimensional axi-
symmetric problem using the seven quadratic isoparametric ele-
ments shown in Fig. 7. A constant thermal conductivity of 0.2
W/cm — °K and a unit heat capacity were assumed for the reac-
tive solid, and the kinetic properties occurring in equation (1)
were selected so that E/Rg. was 20. The heat of decomposition
was then chosen to give values of the Frank-Kamenetskii param-
eter § (equation (2)) equal to 2, 4, 8, 16, and 40, respectively, the
first value being less than, and the succeeding values greater
than; the critical value of the unit sphere 3.32.

The results of these calculations were as expected with sponta-
neous ignition of the sphere occurring for all but the case where §
= 2. Fig. 7 illustrates (roughly) the relationship in the induction
time calculated as a function of §—this relationship bearing close
resemblence to that obtained by Zinn and Mader.? As also ob-

“served in references [7 and 11], our results showed the nucleus of

ignition moving away from the center of the sphere toward the
outer surface as § became larger. Fig. 8 illustrates profiles of tem-
perature through the sphere for various times up to equilibration
for the case § = 16. Also indicated on the temperature profile is
the value of At being used by the computer program at that time.

. Each one of these problerns ran in less than 10 min on the ICL-

1905E computer using a starting value of At equal to 0.01 sec and
using limits on the norm of the change in ¢ over any time interval
between 5 and 25 deg K.

The last problem provided a test of the calculational method to
handle a reactive solid of complex and composite geometry to-
gether with realistic boundary conditions. In Fig. 9 a schematic of
the problem is shown; a cylinder of a reactive solid is contained
within a circular cylindrical shell of inert material. We will as-
sume that the length-to-diameter ratio of the cylinder is greater
than 4, whereupon the heat flow is almost entirely within the
plane of the cross section of the cylinder. The inner radius of the
inert cylinder.is 3m. No heat flows across the inner surface of the
reactive solid and the surface-heat transfer coefficient of the inert
material to the ambient air is 1.0 W/deg K — m2. The composite
is initially at room temperature and then immersed in ambient
air whose temperature is 60 deg C (333 deg K). The thermal con-
ductivity of the reactive mass was taken to be 1.0 W/deg K — m,
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and that of the inert material to be ten times greater. Both mate-
rials have a heat capacity per unit volume of 2.0 X 108 J/deg K —
m3. The kinetic properties of the reactive material are:

E/R = 10,000 deg K
pQz = 1.0 X 1011W /m3.

Fig. 9 shows the finite-clement mesh for a 30-deg sector of the
cross section, made up of guadratic isoparametric elements.
Using this finite-element mesh and the procedures for solving the
criticality equations discussed in Section 2, the critical value of &
was computed and found to be 1.95 (based on a 1-m radius of the
reactive material). Then using the thermal and kinetic properties
of the reactive material, the Frank-Kamenetskii parameter ¢
(equation (2)) was computed to be 7.56, hence spontaneous igni-
tion of the composite will occur.

A transient solution to the problem was then carried out using
room temperature initial conditions and limits on the change in
absolute temperature over a time increment of 2 and 10 deg K.
Spontancous ignition occurred after 2.1 X 103 hr along the inner
surface of reactive material. Fig. 10 illustrates temperature pro-
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files through the cross section at the time of ignition where the
nucleus of ignition can also be seen.
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ERRATA

An errata on S. A. Anderson, L. A. Hale, H. H. Hunt, and P. E. Pulley, A Technique for Determining the Transient Heat Flux at a
Solid Interface Using the Measured T'ransient Interfacial Temperature,” published in the November, 1973, issue of the JOURNAL OF

HEAT TRANSFER, pp. 492-497.
Equation (5), p. 493 should read
f kg . \-3/2
q(t) = X(O) B(t) + fo {— m(t = 7) }0(:) dr,

Equation (6), p. 493 should read
@ = L0 Lt o0 -0,
qL_ﬂOISVtrT20 ¢ —7pZ=h
Equation (13), p. 494 should read .

8 16 .
“(25(1,1)“/2 + 55(1,3)13/2 + ?S(m)l-’/z

16 & _
+ 5 >—_{Z [S(i,S) - S(m,s)l[t U gzt =0,

j =12, ..., =n~-1,

’
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Modeling of Combustion Chambers
for Predicting Pollutant
Concentrations

This investigation presents the results of numerically modeling the combustion processes
with a combustor. This furnace model consists of a rectangular chamber with rear and
forward facing steps. The fuel and oxidizer are injected from two separate inlets. The
swirl produced by the oxidizer inlet vanes in the actual physical situation is also mod-
eled. The governing elliptical equations are solved numerically using a modified Gauss-
Siedel procedure. Upwind differences arc employed in the nonlinear convective terms to
insure stability for all the Reynolds numbers considered. A parametric study to show the
influence of the inlet conditions on the interior recirculation flow was performed. The
burning of methane was studied within the model combustor with particular attention
focused on the formation of nitrogen oxide and carbon monoxide. Stream lines, tempera-
ture, and concentration profiles are obtained within the combustor. The effect of inlet
conditions on center-line profiles is discussed.

C. Scaccia'

instructor.

Faculty of Engineering and

Applied Sciences,

State University of New York at Buttalo,
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Introduction

In continuous combustion devices, it is becoming increasingly
important to have a knowledge of the velocity, temperature, and
concentration distributions along with the degree of advancement
of the reactions within the combustor. At the present time, most
numerical studies dealing with combustors have employed stirred
reactor techniques to consider combustor efficiency, mixedness,
etc., and the influence of volume parameters on pollutant emis-
sions. Recently Spalding {1]?> and his colleagues have developed
numerical models for predicting velocity and temperature fields
within combustors utilizing step reactions and they have applied

these to a variety of flows. Subsequently, a number of studies

using his technique with one step reactions (reactants to prod-
ucts) have been performed wherein the composition of the prod-
ucts is based upon equilibrium chemistry. A review of the various
modeling techniques is summarized in reference (2]. However, in
many applications the finite rate chemistry is important.

In this paper a numerical modeling approach is described
which differs in a number of aspects from Spalding’s method and
in addition includes finite rate chemistry. The velocity, tempera-
ture and concentration distributions along with the degree of ad-

vancement of the reactions within the combustor may be ob- .

tained.

! Presently Staff Engineer, Linde Division, Union Carbide Corp., Tona-

wanda, N. Y.
2 Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication in the JOUR- -

NAL OF HEAT TRANSFER. Manuscript reccived by the Heat Transfer
Division, QOctober 24, 1973. Paper No. 74-HT-NN,

Journal of Heat Transfer

The model is applied to a combustor described as a rectangular
chamber with rear and forward facing steps. The hydrocarbon
fuel and the oxidant are injected at separated inlets with assigned
values of vorticity. Subsequently, these chemically reacting jets
interacts in this confined region. '

While the problem of mixing of reacting jets in an unconfined
region has been studied quite extensively, the corresponding flow
in a confined region has not: The goal of the present modeling
studies has been to obtain predictions of pollutant concentrations
within a two-dimensional combustor and begin investigations of
the influence of inlet conditions upon these profiles.

Governing Equations

. The system of conservation equations governing this nonequi-
librium flow is simplified through the use of the Shvab-Zeldovich
approximations [3]. In addition, it is convenient to introduce the
stream function ¥ and the vorticity @ and place the equations
into a nondimensional form. The resulting system of four nonlin-
ear partial differential equations describe the global continuity
equation and the conservation of species, momentum and energy.
These may be written in vector form as

div (grad ¥) = — £ (1)
V-grad @ = (Re)™! div (grad ) (2)
LE{Iziwi

Vegrad T* + = (RePr) ' div (grad T*) (3)

G, Vo T

. Lo _ 1 div (grad ¥,

Vegrad Y; + v T (ReSc) ™! div (grad ¥;) 4)
0

Here Y; is the mass fraction of species t, T* is the dimensionless
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temperature, w; is the rate of production of species , h; is the en-
thalpy of species i and Re, Sc, and Pr are, respectively, the Reyn-
olds,
Then the only required transport property is the effective viscosi-
ty. The simple expression of Spalding {1] is used in the present
work:

Herr = C_DZ/SL _1/3p2/3(mfxff2 + mox%xz)in\et

The boundary conditions employed will consider the stream
function ¥ to be known along any wall and the boundary surfaces
adiabatic and noncatalytic. The vorticity may then be obtained
using equation (1). Coupled to these equations are the kinetics for
the oxidation of a hydrocarbon and nitric oxide formation. The
specific rate constants are all expressed as functions of tempera-
ture in the form

ky= AT texp (~E,/RT) (5)

where the parameters A;, «;, and E; are obtained from empirical
data. For the generalized chemical reaction

N ¥
Ziyi.k’Mi = Z‘; Vi "M
i=’ i=

the rate of production of a given species is given by

M 17
E = v Terf H ((Yip)/Wi) i
i=
1 ®
= i 8
% 1111 ((v;p) /W } ( )‘
wherek = 1. ..M (reactions) andi=1...N (species).

The complete kinetic model is a4 composite of two separate

models for the basic reaction systems involved. These kinetic -

submodels are: (a) the C-H-O system which controls the energy

release and the concentrations of carbon monoxide and unburnt’

hydrocarbons; and (b) the N-O system which controls the nitric
oxide concentrations. A discussion of this approach is given in
Scaccia [4].

For most practical fuels, the detailed kinetic mechanisms for
the C-H-O reaction system are not available or in those simpler
cases where the mechanisms are known, the rate constants are
not. Therefore, there have been many attempts to model the hy-
drocarbon process with a quasi-global mechanism (5, 6, 7). Such a
mechanism can be utilized to study. the coupling between nitric
oxide kinetics and the combustion process without using the
fuel’s detailed reaction mechanisms for which either the mecha-
nism themselves or their rates are often unknown.

One such approach takes the hydrocarbon reaction to be of the
form

CoHy + (1/2n + 1/4a1)0y = )CO
+ 1/2a4H,0 + (1/2)m —ay)H, (1)

Here reaction rate and the stoichiometric coefficient a; are empir-
ically fitted so-that this step represents the rate of fuel consump- )

tion and the temperature rise. Edelman, et al. [7] has used a fi-
nite rate.for this reaction (equation (7)) and found good agree-
ment for lean mixtures at high temperatures and pressure. Other

Schmidt, and Prandtl numbers assumed to be constant.

global models which includes additional intermediate species
have been examined. Their inclusion showed little sensitivity [8]

‘and do not appear to alter the global predictions. Hence, the addi-

tional intermediate species have not been employed in this study.
The global model of Edelman (equation (7)) accounts for the
partial oxidation of the hydrocarbon and the remaining kinetic
processes are assumed to follow the CO oxidation mechanism.
These latter mechanisms provide the kinetic link between the ni-
tric oxide and the hydrocarbon combustion reactions through
their influence on the concentration of hydroxyl radicals and
monatomic species. The pertinent reactions and their rate data
are listed in Table 1. The rates of the first four reactions are so
fast that they can be considered to be in a state of partial equi-
librium. This assumption then offers a set of algebraic equations
which are used to reduce the number of kinetic rate equations
that must be integrated to obtain the overall composition of the
system., '
The literature on the kinetics of nitric oxide formation is quite

~abundant and the important reactions for NO formation in the

temperature-pressure ranges of interests are the last three reac-
tions in Table 1. The principle reactions are the Zeldovich reac-
tions given by the first two nitric oxide reactions. Since these ni-
tric oxide mechanisms have been recently questioned in the liter-
ature (9, 10, 11] their validity will be discussed with the results.

Numerical Approach

The governing equations were put into a finite difference ap-
proximation. For the vorticity and stream function, upwind dif-
ferencing was performed and Varga’s point successive over-relax-
ation -approach was employed to obtain these two variables [2].
However, in order to improve and speed up the convergence of the
entire system of equations governing the reacting flow, an under-
relaxation method was utilized to obtain the temperature T and
the mass fraction Y;.

In evaluating the energy and species equation, the more domi-
nant source of instability is the rate of change of the mass frac-
tion w; = Y; expressed by equation (6). This gives a system of
“stiff” ordinary differential equations which are very unstable.
Explosive divergence, characterized by a rapid unbounded diver-
gence within two or three iterations is.common.

To control this behavior, the variables T’ and Y; may be under-
relaxed after each iteration. However this usual approach would
increase manyfold the number of iterations required for conver-
gence. It is more appropriate to directly under-relax the source of
divergence after each iteration i.e., Y;. From equation (17) it is
noted that any error induced will be amplified by the terms (Yip/
W)*" and (Yip/W)*" . In this paper the rate of change of the mass
fraction is under-relaxed by replacing these terms with"~

) (_Yi)_ v (r-(Arin) .

w
Here r is the relaxation parameter, Ar is an arbltrary incremental
change in r and n is the interaction counter After each iteration
the relaxation parameter returns to one and all stoichiometric

coefficients return to their initial valués. For the methane-air
reaction, r was se_lected to be 1.6 and Ar was set to 0.005. This

Y-p v irlaryn)

and (—W‘—) (22)

s N OINENClature
A; = rate parameter (see equation (5)) " Re = Reynolds number : . Q = vorticity -
Cp = specific heat Sc¢ = Schmidt number w; = rate of production species ¢
D = diameter of combustor T = temperature
E; = activation energy V = velocity )
h; = enthalpy of species i W = molecular weight Sub;crﬁpts
K. = equilibrium constant Y; = mass fraction of species{ - o © f'= fuel -
ki = specific rate constant a; = rate parameter (see equation (5)) T = number of species
m = mass flow rate v = stoichiometric coefﬁclent . k = mumber of reaction
L = length of combustor p = density - . ¢ = reference condition
Pr = Prandtl number Y. = stream function ox = oxidizer
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Table 1 Rate parameters for kinetic model
ki = AT® exp (—E/RT) (cm?/mole sec)
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Refer-

A b E/R ence
.19 x 10 0 2590 17
J75 X 1012 0 393 17
T4 X 108 0 4750 17
24 X 1014 0 8450 17
X 101 0 0 18
38 X 101 0 0 - 19
X 10 0 0 18
X 10v 0 0 17
6 X 101 0 543 17
X 1012 -0 25000 20
8 X 10w —1 2000 21
2 X 1013 0 0 22
L2 X 10 0 7100 22
2 X 101 0 0 22

(Reverse reaction rate, %,, is obtained from %; and the equilibrium con-

stant, K;.) .

choice of the relaxation-factor is a trial and error procedure since
it depends on the stiffness of the equations. The solution was as-
sumed to have converged when the set of equations were satisfied
to an order of 10-% and when Z;=1% ¥; = 1 at various selected
grid locations. Both requirements aré satisfied during the itera-
tion procedure at the same rate of convergence so that either cri-
teria is sufficient. The computational time per iteration is re-
duced considerably when the mass fraction is calculated- only at
preselected grid locations extrapolated. The rate of change was
calculated for 90 equally spaced grid:points and the values at in-
termediate locations were linearly interpolated from the known
values. This resulted in a reduction of the computational time per
iteration by a factor of four. ' ’

Using this “under-over relaxation” method, equations (1) to {4)
and- (6) were solved in the following manner. Initial values were
assumed at each grid point. The boundary conditions and reac-
tion rates were calculated at each node. The set of equations were
solved by successive substitution with the field scanned row by
row and the previous values replaced by the new values as soon
as they were obtained. After each iteration a new set of variables
was obtained along with updating the boundary conditions and
the reaction rates and the process repeated. In this procedure, the
vorticity and stream function were over-relaxed and the tempera-
ture and species mass fraction were under-relaxed as discussed
earlier. '

Discussion of Results

It should be noted that the development and understanding of
two-dimensional models of combustors are a riecessary prelude to
obtaining a physically realistic three-dimensional model of a com-
bustor. The work described in the foregoing is part of such an ef-
fort.

For the present two-dimensional case, sample results have been
obtained for our rectangular combustion chamber. The gaseous
fuel is injected along the center line and the air i§ injected with a

0 0.25 0.50 0.75 1.0
C ¥ = .30
0.8 —433
S .25
0o — 70
: : ‘
——. 1 T3

Axial Position X/L

<3

Distance from Wall, 2y/P
o
S

Fig. 1 Constant stream line contour w = 0

Journal of Heat Transfer

given vorticity at an inlet separated from the fuel. Nitric oxide is
formed in the post flame region and is then quenched due to mix-
ing of cooler gases. ) :

To simulate the swirl of an actual oxidizer injector, the effect of
inlet vorticity on the recirculation patterns was examined for a
nonreacting flow. Some results are shown in Fig. 1 to 3. For Q =
0, a recirculation zone is established off thé entrance step and
stretches downstream along the bottom wall with a concave cur-
vature for the dividing streamline. For @ = +5, Fig. 2, this recir-
culation zone grows in sizé, stretching three times as far as the @
= 0 case and tends to deflect the oxidant jet upward due to the
upward tendency of this jet. Also of interest is the appearance of
a new small recirculation zone of opposite spin inside the main
recirculation. Increasing the magnitude of the vorticity to @ =
+15, Fig. 3, the large recirculation cell near the wall extends four
times as far as the @ = 0 case and moves significantly into the
main flow region. The secondary recirculation within this zone
also grows in magnitude. In addition, there now appears an oppo-
site spin recirculation region upstream of the forward facing step.
Between the fuel and oxidant inlets, two recirculating flow cells
are developed for all values of vorticity studied. The actual shape
of this region is dependent upon magnitude of the vorticity. For
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1 .__l__.__‘J__—__J__,__S_L 1
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Fig. 2. Constant stream line contour w = +5
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Fig. 3 Constant stream line contour @ = +15
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large values of vorticity these cells are stretched almost one
fourth of the combustor length.

The combustion of methane-air was studied with the goal of
modeling two-dimensional combustors and obtaining information
on the parameters influencing pollutant formation. Representa-
tive results of the computations on this combustion process are
given in Fig. 4 for adiabatic wall conditions and inlet air vorticity
equal to five, & = 5. The fuel enters with an axial velocity of 120
m/sec at 300 deg K and the air is injected at 30 m/sec and 300
deg K. The overall equivalence ratio is 0.8. All calculations were
performed at atmospheric pressure., The isotherms calculated
(Fig. 4) are symmetrical about the axis and roughly oval in pat-
tern. The predicted maximum temperature, 1810 deg K, agrees
well with independent flame temperature calculations.

The distribution of the mass fractions of CHy and O is shown
in Fig. 5 and 6. As is physically expected, initially the methane
tends to be contained near the axis of the furnace. As the com-
bustion progresses, and the flow moves down the channel, the un-
burnt CH4 mixes with the products and spreads away from the
axis. Near the exit of the furnace the concentration of unburnt
CH, is quite uniform about a mass fraction of 0.038 but does in-
crease slightly as the wall of the combustor is approached. The
oxidant shows a reciprocal pattern being mixed toward the fur-
naces center and reacting with the methane. The oxidation of the
methane occurs continuously from the point of initial interaction
of the fuel/air jets. The maximum oxygen consumption ocecurs in
the vicinity of the maximum temperature region and gives rise to
alocal minimum concentration of oxygen.

The nitric oxide mass fraction profiles are seen to have a local
maximum near the center line of the furnace downstream of the
“flame” region (Fig. 7). This concentration level of NO decays
very little between the location of this maximum and the exit.
These computed results which show that once formed, NO levels
are essentially fixed. The principle reactions used in the NO ki-
netics were those of the modified Zeldovich mechanism. Recently
there has been discussions in the literature over the validity of
the model. Other reaction sources for “prompt NO” have been
proposed [8, 9, 10] while the Zeldovich mechanisms has been de-
fended as consistent if the concentration of atomic oxygen in the
vicinity of the flame is larger than equilibrium [12, 18, 14, 15]. To
examine the influence of atomic oxygen, parallel runs were made
with and without the NO; reaction included. For the latter case,
the atomic oxygen distribution resulting from the CO reaction
mechanisms indicates a ‘‘super-equilibrium”
present in the post flame region. This level of O is the required
parameter to allow the Zeldovich mechanism to correctly predict
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nitric oxide concentrations. The existence of these large atomic
oxygen concentrations in the post.flame result in values of nitric
oxide concentrations larger than that predicted by equilibrium
chemistry. With the high O atom levels encountered in the model
it will be necessary to include the oxidation of NO to NO; in fut-
ure calculations.

The concentration profiles of carbon monoxide, carbon dioxide,
water vapor, atomic hydrogen, atomic nitrogen, and the hydroxil
radical also have been obtained. The carbon dioxide concentra-
tions appearing in the post flame region are the same order of
magnitude as calculated by equilibrium chemistry. The CO is
rapidly oxidized as the flow proceeds downstream.

The center-line profiles of the principle species are summarized
in Fig. 8. Initially O2 increases as it mixes with the methane and
subsequently decays to a minimum value near the maximum
temperature region. During this period the methane continuously
reacts with the Os, and the temperature continuously increases.
Downstream of this region the concentration of Oz again increase
due to additional oxygen being brought toward the center line of
the furnace by the two-dimensional mixing. During this period
the temperature decays due to dilution effects. The concentration
of free hydrogen and atomic oxygen are seen to peak, respectively,
in the maximum temperature region and slightly downstream of
it. Since the production of these species are favored by tempera-
ture increases, these results are consistent with equilibrium pre-
dictions and von Hoff's equation. The concentration of the hy-
droxil radical continuously increases as the reaction and flow pro-
ceeds downstream; the same is observed for water vapor. Both
decay as one moved from the center of the furnace toward the
wall. ~

The effects of varying the inlet vorticity of the air was found to
yield similar results in the mass fraction contours. The principle
affect of the inlet air vorticity being to alter the relative positions
of the maximum temperature and the maximum (minimum) con-
centrations. At large values of inlet vorticity, the maximum tem-
perature appears to move towards the inlet jets and be somewhat
reduced. This results in the calculated levels of NO also being
slightly reduced. The movement of the maximum temperature
location can be explained as due to the earlier stronger mixing of
air and fuel. However the authors can only speculate that dilu-
tion effects cause the temperature drop. Nevertheless, it appears
that by altering inlet conditions, the relative positions of maxima
and minima can be altered hopefully to the benefit of reducing
their levels.

To evaluate how realistic these models may be, one must ulti-
mately compare their predictions with experiments. This has not
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béen done for the present case. However, an analogous calculatlon’ }

was performed for a model tirbine combustor ‘and’ compared with

measured data [23]. The temperature and concentration distribu-
tion patterns as well as the sequence of events agreed quite rea-

sonably. The magnitude of the concentrations tended to be high
(10 to. 25 percent) and this was attributed to a neglect of certain
chemical reactions such as the N02 reactions, which could reduce
the large values of O atoms and hence the final NO concentra—
tions. These comparisons reinforces’ our belief that the initial
work descnbed in this paper is a correct beginning for the future
development of practical combustor models.
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measurement of instantaneous velocity within industrial flames is reported. A laser ane-
mometer was used to assess the viability of measurements within the 2 m-sq experimen-
tal furnace of the International Flame Research Foundation. Measurements were carried

out, in the forward scattering real fringe mode, in a hot furnace without combustion and
in gas, oil, and coal flames. The particle concentration was observed for each flow config-
uration and, where possible, the mean velocity value obtained from the laser anemome-
ter was compared with that from a water cooled pitot probe. Un the basis of this investi-
gation, the value of laser anemometry to the improvement of furnace desig}n s discussed.

Introduction

The type of instrumentation presently in use to measure flow
properties in industrial furnaces is described in reference {1].* The
hostile nature of the environment within a furnace together with
the relatively ad hoc procedures used in furnace design has
caused this instrumentation to be concerned exclusively with
mean-tflow properties and subject to uncertainties which, in gen-
eral, exceed 5 percent. Thus, although there is a considerable
need to develop new design procedures which will increase fur-
nace efficiency and, at the same time reduce the output of pollu-
tants, the available instrumentation is unable to measure suffi-
cient flow properties with adequate precision to further the devel-
opment of these procedures and to test their accuracy.

The present paper is concerned with the measurement of veloc-
ity and turbulence intensity in a furnace environment using a
laser Doppler anemometer. The purpose is to assess the difficul-
ties and the likely benefits of using this technique.

The potential benefits of laser Doppler anemomety include
good spatial resolution, a linear relationship between instanta-
neous velocity and the measured signal, sensitivity to one velocity
vector at a time, a lack of dependence of the measured signal on
thermodynamic properties and no need for calibration. These ad-
vantages were demonstrated in the measurements described in
references [1-4]. Each of the flames considered in these papers
was, however of small physical size, unconfined and involved gas

I Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division of THE AMERICAN S0CI-
ETY OF MECHANICAL ENGINEERS and presented at the ASME-
AIChE Heat Transfer Conference. Atlanta, Ga., August 5-8, 1973, Revised
Manuscript received by the Heat Transfer Division October 6, 1973, Paper
No. T3-HT-34.
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velocities less than 30 m/s. In addition, these flames were located
in a controlled laboratory environment and could readily be seed-
ed with the particles to scatter light. In contrast, the present ex-
periments were effected in a flame of dimensions approximately 2
m long and 0.5 m in diameter. The flame was confined by the fur-
nace and the furnace-wall temperature was around 1000 deg C.
The gas velocity exceeded 50 m/s and both swirl and recirculation
were present. There was little possibility of seeding the flow and
part of the present purpose was, therefore, to determine the avail-
ability of suitable particles to scatter light for the laser anemome-
ter.

Measurements were recorded in natural gas. pulverized coal.
and oil tlames and showed that the particle concentration in the
natural gas tlame was too low and in the pulverized coal flame
the particles were too large to allow precise measurements of ve-
locity with the available instrumentation. Positive suggestions are
made to permit future measurements in flames of this type. In
the oil flames sufficient particles were available and permitted
measurements of velocity—probability—density  distributions
from which the mean and rms components of the fluctuating ve-
locity were obtained.

Among the practical problems encountered in the investigation
were optical alignment, laser-heam divergence, tluctuating loca-
tion of the laser beam, mechanical vibrations and measurements
in the recirculation zone. The extent of these problems and the
authors’ present attempts to overcome these are described.

Experimental Arrangements

The Furnace. The internal dimensions of the furnace were 2
m wide, 2 m high, and 10 m long with approximatelv 0.5 m thick
walls. The burner was located at one end of the furnace and an

exhaust duct at the other, as shown in Fig. 1. The central jet was
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A schematic diagram of the complete light collecting svstem is
shown in Fig. 3. Three separate optical benches supported the
photomultiplier. receiving optics and optical unit, The laser and
optical benches were mounted on tables which were isolated from
the ground anti-vibration pads which were designed particu-
larly to prevent damage to the laser head. An EMI 9635 QB pho-
tomultiplier was used with a quantum efm tency in the blue of 17
percent. ¢
cal filter of bandwidth 2.3 nm which gave 35 percent transmission
at 488 nm. Six apertures from .25 mm 1o 2.00 mm dia on a disk

interchangeable tor different fuels and swirl of the air flow. In ali
cases the inlet air was preheated to 300 deg C.

Various combinations of air flow, fuel mixture, and swirl were
investigated: the quantities shown in Table 1 refer to a total gas
flow and rate of 166 kg/hr and air flow rate (5 percent above stoi-
chiometric) of 2282 kg /hr: the swirl number indicates the ratio of
angular 1o axial momentum. For convenience, the hot air jets are

referred to as lames Land 1L The receiving aperture incorporated a narrow band opti-

enabled the receiving aperture size to be varied without misalign-

ing 5 inhie
Table 1 ing the pho{,mmz{tx;,m r. o
Instrumentation. A block diagram of the signal processing in-
i Measured strumentation is shown in b}g. 4. Due to the anticipated intermit-
Flame axial vel tent nature of the signal, a signal processing procedure previously
Mo Fuel Adr Swirl (m’s) T ) DE Sighal, & SIghal processing proc ! o
described in reference [4] was adopted. This involved sweeping
= (, YAt . . R . .
[% f’ J(:A :; 23() ! the desired frequency range on the wave analvzer in discreet
{3 { SO0 . . . .
il {'-m Tl‘ v steps, squaring and integrating the output over preset times, and
3

plotting the output as probability density distributions. [t should

3 (‘u;.«) iabl be noted in this case. however, that a wide hand (100 MHz) pre-

Vi ’\()%1 ) 47 0 23, 2400 amplifier was used betore the wave analyvzer, whereas a variable

V1l i?{it Ij }}“]11", 47 190 gain amplifier with high and low pass filters (to remove the low
VITE 991 he 177, 130 frequency components of the signal and unnecessary noise) was

used before the oscilloscope. This ensured that the wave analyzer
output noise band had an almost tlat characteristic.

The derivation of the electrical signal from a single particle tra-
versing a real fringe pattern formed by two equal intensity beams
is shown diagrammatically in Fig. 3. 1t is assumed here that the
particle is smaller than a half fringe spacing so that almost maxi-
mum intensity modulation of the scattered light is achieved. The
electrical (Doppl
a Gaussian envelope, where the
velocity of the particle perpendicular to the fringes.
quency mmmdes with the center frequency of the narrow band
filter of the Spectrum Analvzer, a squared output results which.

By Pitol-probe.
By optical anemomelry,

Optical Arrangement. Fig. 2 shows a cross section of the fur-
nace with the optical components located in their correct posi-
tions, The argon-ion laser was operated multimode at 488 nm
with an output power of 200 mW. A combined beam splitter and
mirror arrangement to cross the heams at selected locations be-
tween 2 to 3 m range was specially constructed for the present
unit provided a separation between the beams of 0.2
m, and hence an intersection half angle of about 2 deg. The opti-
cal arrangement provided equal path lengths of the laser beam
and prevented phase coherence interference associated with oper-
aring the laser multimode. No focussing of the laser beam was in-
corporated in the transmitting optics as calculations indicated
that, at 2-3 m focal length, the waist diameter of the laser beam
(1.1 mm at /0% pointst would not be reduced unless the beam
was previcusly expanded. This seemed unnecessary since the an-
ticipated control volume dimensions of 1 mm dia X 10 mm long
were already small i relation to the scale of the lame. The re-

er) signal thus consists of a sine waveform within
frequency is proportional to the
If this fre-

if integrated over a sufficiently large number of particles is pro-
portional to the velocity probability. By scanning the filter of the
Spectrum Analy the probability distribution may be obtained.

tests. The

.
To achieve a satisfactory alignment, it was found
; suce-

Alignment.
necessary to insert a quartz scattering plate into the furnac
cessful alignment of the optical components was then confirmed
by observation of the familiar Doppler signal bursts on the oscil-
loscope. The {irst alignment was maintained for a period of 26 hr,
inserting the quartz plate to en-

and was occasionallv checked by
sure the beams intersected at the same position in the furnace.
During alignment of the optical components, it was observed
that the unfocused laser beam, after having passed through the
furnace, exhibited appreciable divergence and spatial fluctuation.

ceiving optics consisted of a Galilean telescope with an adjustable
focal length of between 0.5 and 2.0 m
Journal of Heat Transfer AUGUST 1974 / 411
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These effects were observed with and without the flames and with
little ditference from one flame to another. The unfocused beam
expanded from 1.1 mm dia waist before the furnace, to an esti-
mated 4 mm dia 2 m after the furnace and fluctuated approxi-
mately 2.5 mm about a mean position with a relatively low fre-
quency. This indicated that the beam diameters at the intersec-
tion point were about 2 mm and crossed intermittently.?

Results

Observation of thv signals from the hot air jets {(flames I and 1)
and gas flames (1l and 1V) indicated a very low concentration of
suitable s "mwing particles. Particle counts of approximately 10
particles/min were obtained in these flames equivalent to a signal
presence about 0.001 percent of all time.

in the coal flames, however. the majority of the particles ap-
peared too large to produce a suitable Doppler signal ® The signal
noise level increased dramatically due to the large increase in
scattering intensity from larger particles (not necessarily passing
through the fringe pattern), and the “de¢” component of the signal
(as observed on the oscilloscope by removing the high pass filter)
showed almost a 50 db gain.

Three oil flames were investigated since it was anticipated that
these would contain particles of smaller mean diameter than
those in the coal flames but with a concentration considerably
greater than the naturally occurring particles in the gas flames.
For flame VI a velocity probability distribution was recorded with
about a 5 percent scatter in the points after 100 sec integration
time. This spectrum 1s shown in Fig. 5(a) together with the rela-
tive measurement position in the flame. The data were accumu-
lated in 20 sec integration periods, with a minimum of five peri-
ods per point, in order to obtain some estimation of the accuracy

ZIntermittency here refers to the percentage time the beams are not in-
tersecting.

FIn general the amplitude of the ac compoenent (containing the velocity
informationt of the Dappler signal decreases with increasing particle size

bevond the fringe spm‘mg (5 um)
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of the measured spectrum {(numerical integration of the spectrum
indicated that the mean velocity was within 5 percent and the
turbulence intensity 6 percent). The lower set of points in Fig.
5(a) represents the time»averaged noise level measured by alter-
nately blanking out each beam from the optical unit (i.e., mea-
suring only time averaged unmodulated scattered light plus elec-
tronic noise). Betore the flame conditions were changed, the mean
velocity at the same location was checked by a single-hole water-
cooled pitot probe (in this case a single hole probe was adequate
as no swirl was present in the flame). A mean value of 24 m/s was
obtained compared with 22.7 m/s from the measured spectrum
and within the accuracy of the pitot probe and laser anemometer
measurements. The turbulence intensity from this spectrum was
24.2 percent.

Swirl was then introduced to produce flames VII and VIII, and
velocity spectra measured in a similar manner to that previously
described, as shown in Figs. 5(b) and 5(c¢), respectively. The
mean velocities were 11.9 m/s and 13.5 m/s, and turbulence in-
tensities 42.0 percent and 57.6 percent, respectively.

Discussion

The present investigation has demonstrated that the laser—
Doppler anemometer can be used to measure mean velocity and
the rms value of the fluctuating velocity in oil-fired furnace
flames. The precision of measurement is of the order of 5 percent
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Fig. 5 (a) Velocity probability distribution in an oil flame with 0 percent

swirl

and 6 percent for the mean and rms values respectively and the
measuring time of the order of 20 min per probability distribu-
tion.* The following paragraphs consider the influence of the fluc-
tuating location of the laser beams due to refractive index gradi-
ents on the dimensions of the control volume and on the speed
and ease of measurement.

The frequency of mechanical vibrations is normally less than 60
Hz and makes no contribution to the optical signal, and the sub-
sequent photomultiplier output signal, other than to cause the
two beams to cross intermittently around the predetermined loca-
tion and consequently cause slight variations in the intersection
angle. In addition, these vibrations may also cause the light col-
lecting system to focus only intermittently on the same predeter-
mined location. In practice, the mechanical vibrations were effec-
tively damped and therefore caused no problem.

As a result of the dependance of the refractive index on the
local density, chemical composition, and temperature, turbulence
in the presence of thermal gradients produces fluctuations in the
local value of the refractive index, and its gradient with position.
These fluctuations have a wavelength of similar order as the tur-
bulent fluctuations, but much greater than that of the laser beam
traversing the medium; it follows, therefore, that the path of the
light beam can be described in terms of geometrical optics. Appli-
cation of Fermats principle® shows that the equation for the path
of the beam is given by:

e N LR ea Y (1)
dl ) = = - -

where [ is the path length along the beam, [ the unit vector in the
direction of the beam, and n(r) is the local value of the refractive
index. It follows from the equation (1) that the effect of fluctua-
tions in the local value of the refractive index will be to produce
variations in the path of light beam around its mean position,
and divergence of a beam of finite size.

Moreover the terms on the right-hand side of equation (1),
show that the magnitude of such variations will be directly relat-

*Gradient and transit-time broadening are negligible: the fuel and air
flows were sensibly constant.
> For particles of approximately 1 um in size (reference [8]).
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ed to the magnitude of the variations in gradient of the density,
concentration and temperature. (The direct effect of temperature
will be small as it is only weakly coupled to the dielectric con-
stant). The overall effect of the refractive index fluctuations is
identical to that of mechanical vibrations, with the additional
difficulty that they are not susceptible to damping. However, the
frequency of variations in optical path is also small (<10* Hz) in
comparison with frequencies produced by particles passing
through the scattering volume (108 to 107 Hz) and thus the preci-
sion of velocity measurement is not significantly affected. Never-
theless. the increased signal intermittency and variation in the ef-
fective size of control volume are both of importance to measure-
ments in furnace environments and further analvtical work to es-
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timate their magnitude is currently in progress. The effect of the
refractive index gradients thus causes the volume in which veloci-
tv measurements are obtained to be larger than would be the case
if these gradients were absent. The intermittancy necessitated an
integration time of around 20 min for each probability distribu-
tion.

This measuring time may be reduced by a factor of approxi-
mately 20 1f the spectrum analyzer is replaced by a bank of fil-
ters; an instrument of this type, incorporating 50 filters per dec-
ade, of band width § = 20, and with a typical frequency range
from 100 kHz to 10 MHz has been developed at Harwell for this
purpose.

The dimensions of the measuring control volume may be reesti-
mated, incorporating the movement of the laser beams passing
through the furnace; this movement was measured outside the
furnace, as previously noted, and together with the estimated
beam diameter, suggests a control volume of the order of 4.5 mm
dia by 90 mm long. The Gaussian distribution of the light inten-
sity and random beam fluctuation implies that the signals which
made up a probabilitv-density distribution have a higher proba-
bility of stemming from the center of the control volume; thus,
the effective control-volume dimensions will be less than those
given in the foregoing. The control volume dimensions can be fur-
ther reduced by the choice of a suitable discrimination level in
the operation of the filter bank; the measuring time will, of
course, increase. In terms of a 2 m furnace, a measuring control
volume of this magnitude is acceptable for most purposes.

In future work, it will undoubtedly be preferable to use an inte-
grated optical arrangement which operates in the back scatter
mode, is prealigned and is pre-located with respect to the light-
collecting system. It can be estimated that the use of back scatter
will result in a scattered light intensity approximately 25 times
less® than forward scatter: this, together with the use of a filter
hank implies a time of approximately 5 min for measurements of
mean and rms velocity at each location. The use of 2W of laser
power will reduce this time by a factor of 3. Due to the statistical
nature of the signal processing, the time required to obtain mea-
surements of mean velocity alone is, of course, much less.

To obtain measurements in coal flames, it will undoubtedly be
necessary to vary the fringe spacing. The particles observed in the
course of the present investigations were significantly bigger than
the 5 um fringe spacing and are probably larger in some regions of
the flow and smaller in others. If the particle diameter is greater
than 10 pm it will not be possible to obtain precise turbulence in-
formation since the particles will not follow the flow: the possible
precision of turbulence information obtained from such particles
may be estimated with the help of reference [6].

The low particle concentrations observed in gas flames imply
that measuring times will be longer than those estimated for oil
flames. The authors have successfully used Ti0y particles, dis-
persed in a fluidised bed, to seed laboratory flames and these can
also be used in furnace situations.

In the regions of high turbulence level (>40 percent) and recir-
culation commonly encountered in industrial furnaces, it will be
necessary to adopt frequency shifting techniques as previously
outlined in references [7 and 9].

Conclusions

The following conclusions may be extracted from the present
investigation:

1 Measurements of the mean and rms values of velocity have
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been obtained in a 2m sq furnace operating with oil fuel and vari-
ous degress of swirl. The accuracy of the mean velocity measure-
ment is of the order of 5 percent and of the rms measurements of
the order of 6 percent. The time taken to obtain values of mean
and rms velocity at one location was approximately 20 min. The
control volume dimensions were less than 4.5 mm in diameter
and 90 mm long.

2 The convenience and accuracy of making future measure-
ments will be significantly increased by making use of a preal-
igned optical system, operating in backward scatter together with
a laser power of the order of 2W: the authors favour the use of a
filter bank rather than a spectrum analyser with a measuring
time per location of the order of 2 min.

3 Measurements of rms velocity values in coal flames should
be confined to regions of the flow where the particle diameters are
significantly less than 10 um. Mean velocity values can be ob-
tained in regions of the flow where larger particles predominate
but are likely to require an optical arrangement with variable
fringe spacing.

4 Measurements in gas flames may require times which are
unacceptably long. In such cases, local seeding with Ti(Jy is rec-
ommended.

5 The prognosis for the use of laser anemometry in furnaces is
very encouraging and the authors envisage its use for diagnostic
purposes; in conjunction with predictive techniques, it should
lead to significant improvements in the design of burners and fur-
nace configurations.
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An Experimental Investigation of the
Temperature Field Produced by a
Cryosurgical Cannula

Liguid crvstals, @ material that exhibits brilliant changes in color over narrow tempera-
ture bands, have been successfully used to study the temperature field that is produced

bv a crvosurgical cannula (crvoprobe). Crvoprobe tip temperatures ranging from =36 to
=117 C were used to produce frozen regions in a clear gel. Experimental results compare
within experimental uncertainty with results of a one-dimensional analyvtical solution for
predicting ice growth rates.

Introduction

The use of low temperatures as a medical tool is not new. As
early as 3500 B.C., the Egvptians used ice as a local anesthetic by
applyving it to wounds and other ailments. It was not until 1851,
however. that extreme cold was used as a surgical procedure. Dr.
James Arnott, a British physician. used a small container filled
with a —24 C ice-brine mixture as a surgical instrument. The
container was placed in direct contact with skin cancers and was
found helpful in restricting the growth of the cancerous tissue
[1].2

In 1961, with the development of the first crvosurgical cannula,
or crvoprobe, for use in the treatment of Parkinson’s Disease.
“Cryosurgery’ became an established surgical procedure. Dr. Irv-
ing Cooper of the Saint Barnabas Hospital in New York is ac-
knowledged as the founder of the present-day crvosurgical tech-
nique [2-4]|. Cooper developed a small diameter. vacuum-insulat-
ed, cvlindrical probe with a hemispherical tip. The probe tip was
cooled by circulating hiquid nitrogen down through the thermallv
insulated stem to the uninsulated tip.

Contemporary crvosurgical units employ crvoprobes possessing
outer diameters as small as 1.5 mm. Tip temperatures ranging
from 37 C to =196 C mayv be selected. Tissue destruction is ac-
complished by locating the tip of the crvoprobe in the diseased
region and dropping the temperature of this target tissue below
its freezing point. The temperature of the probe stem remains
near bodv temperature during the procedure due to a vacuum in-
sulation system along the probe length. Cryosurgery has a variety
of applications ranging {rom the treatment of Parkinsonism to the

! Present Address: Norfolk Naval Bhipvard, Portsmouth, Va.

2 Numbers in brackets designate References at end of paper.

Contributed by the Bioengineering Division of THE AMERICAN SOCI-
ETY OF MECHANICAL ENGINEERS and presented at the Winter An-
nual Meeting, Detroit, Mich., November 11-15. 1973, Manuscript received
at ASME Headquarters July 26, 1973; revised manuscript received August
221978 Paper No. 73-WA/ Bio-20.
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destruction of cancerous tumors. An extensive bibliography of pa-
pers describing the various cryosurgical procedures has been pub-
jished by the Linde Division of the Union Carbide Corporation
61N

Crvosurgery, as presently practiced, is highly empirical [4].
Control of the “cryolesion” is an art that is gained from experi-
ence. Several analyvtical and numerical heat-transfer models have
been developed to aid the surgeon in predicting the rate of growth
and ultimate steady-state size of the frozen region produced by
tvpical ervoprobes [6-8], but these models have yet to be verified
experimentally. The objectives of our investigation were: fa) to
experimentally determine the growth rate of the frozen region
around a tvpical cryoprobe; (b) to compare the experimental re-
sults with an approximate, one-dimensional analytical solution of
the same problem, and (¢) to investigate the feasibility of using
liquid crystals, a material that indicates temperature through a
change in color, as a temperature sensor in the unfrozen region.

A prototype crvoprobe, 1.27 ¢m in diameter and 14.63 cm long.
was designed and built. This probe produced ice regions that were
approximately spherical in shape and were easily studied. A
clear, 1.5 percent gelatin-98.5 percent water, test medium was
used to simulate tissue. A range of probe tip temperatures vary-
ing from —36 C to —117 C were used to create the frozen regions.
In all cases studied, experimental and analytical predictions of
the ice growth rates compared within the estimated experimental
uncertainty of 9 percent. The details of the magnitude and extent
of the temperature field in the unfrozen region surrounding the
probe tip were successfully obtained with the liquid crystal mate-
rial. The liquid crystals exhibited brilliant color displays that
were photographed through the clear gel and later correlated with
temperature.

Cryoprobe Design

The crvoprobe used in the present investigation was designed
and fabricated after a standard Linde cryoprobe [9). The probe
consists of three concentric stainless-steel tubes arranged as
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shown in Fig. 1. Upon activation, liquid nitrogen flows from a
pressurized supply through the inner tube. ultimately reaches the
hemispherical tip, and is vaporized by the energy that has been
absorbed from the surroundings. The annulus formed by the
inner tube and its neighbor allows the vapor to escape to the
room. The outermost annulus is evacuated, with the aid of a vac-
wum pump. thus providing a vacuum insulation along the probe
stem. This insulation prevents the probe stem {rom acting as a
lesion generating surface during the cryosurgical procedure.

The temperature of the probe tip is a tunction of the liquid ni-
trogen flow rate. In our experimental setup, a copper-constantan
thermocouple was spot welded to the probe tip. The liquid nitro-
gen from the pressurized supply, Fig. 2, was manually adjusted
to obtain the desired tip temperature. Barron {9] presents a dis-
cussion of the various crvosurgical units presently in use.

Liguid Crystals

Background. Fergason [10-12], in a series of articles, presents
excellent discussions on the chemistry, varieties, properties. uses,
and limitations of cholesteric liquid crystals. The most striking
feature of the liquid crvstal material is its ability to displav bril-
liant changes in color over discrete temperature bands. This is
due to circular dichroism. An incident beam of light. on striking
the liquid crystals, is split into two components having electrical
vectors rotated in opposite directions. One component is trans-
mitted through the material while the other is reflected. The re-
flected light has a wavelength peak that is a strong function of
the temperature of the liquid crystals. Temperature changes in
the crvstals result in a change in the molecular structure, thereby
causing a shift in the peak wavelength of the reflected light.
When the temperature of the liquid crystal material falls in an
appropriate range, this peak wavelength shifts into the visible.
The material then passes through the entire visible spectrum
(red, vellow, green. blue, violet) as the temperature is increased
through the band. This color change is stable and reappears
whenever the liquid crystal material passes through the appropri-
ate temperature band.

Through proper calibration, color can be correlated with tem-
perature to within approximately 0.1 C. By careful choice of the

Schemalic of cryoprobe

chemical formulation, liquid crystals can be made to respond over
temperature hands as small as 1 C, starting at 0 C and running
upward to several hundred deg Celsius.

Preparation and Calibration of Liquid Crystal Sheet.
mylar sheeting was chosen as the substrate for the liquid crystal
material since it is thin (0.008 c¢m), pliable, and has a low ther-
mal capacitance. The liquid crystals, which were of the encapsu-
lated varietv, were obtained in slurry form from the National
Cash Register Co.

The mylar sheet was cut square, 20 cm on a side, with a notch,
10 X 1.27 ¢m, cut into one side to accommodate the probe. The
liquid crystals were applied to the mylar sheet with an artist’s
airbrush. Before applying the crystals, the sheet was thoroughly
cleaned with acetone to remove any remdne. Three separate coats
of erystals were applied. Approximately 1 hr was allowed between
coats. After the crystals were applied, two coats of flat black
paint were applied directly over the crystals. Since the crystals
were ol the encapsulated variely, no alteration in the crystal
properties occurred. The black background is used to obtain opti-
mum brilliance. All light that is transmitted through the crystal
material is absorbed and, therefore. does not compete with the
licht reflected from the crystals themselves. To complete the
composite, two coats of polyurethane were applied over the flat
black to provide waterproofing.

Five different range liquid crystal formulations were applied to
the mylar sheet as shown in Fig. 3. Calibration was accomplished
with the aid of a Rosemount Constant Temperature Bath capable
of establishing and maintaining temperatures to withip £0.01 C.
Color was determined by eve. Although liquid crystals display all
the colors in the visible spectrum, only the onset of red. green,
and blue were used as calibration points. In a typical calibration
run, the water-proofed liquid crystal sheet was placed directly
into the constant temperature water bath. The temperature of
the bath was then slowly raised until the event temperature of
the liquid ervstal under consideration had been reached. By care-
fully adjusting the bath temperature. an accurate measure of the
event temperature corresponding first to red, then to green. and
finally to blue was made. No attempt was made to determine
shades of red. green, or blue. It is estimated that temperature was

Clear

Nomenclature
oo BTy Tyl
¢ = specific heat of unfrozen region. = time.s [ pLy?
cal/gm-C T = temperature of unfrozen region. € B
¢y = specific heat of frozen region, T, = temperature of frozen region. ¢ 0 = (r *Jﬂ)_
cal/gm-C Ty = initial temperature, (' (r, =1y
k= thermal conductivity of unfrozen T, = phase change temperature, (' (r. — 7))
region, cal/cm-C-s T = crvoprobe tip temperature, C 0, = (,/,( -—T(-’-)
f; = thermal conductivity  of  {rozen p = density, gm/ce s “
region. cal/em-C-s (r,.-71,
I = latent heat of fusion, cal /gm Nondimensional groups Ppe ™ ’("[‘g T,
r = radial location. cm % e PP/ .
ro = cryoprobe radius, cm = R/ I ;j_(_”ﬁf_i_l) -1
R = ice ball radius. em R = v/ry ! ko (Hfm)
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Fig. 2 Pressurized liquid nitrogen container

correlated with color to an accuracy of £0.1 C. Calibration results
are shown in Fig. 3.

Experimental Procedure

The experimental setup in our Investigation was quite similar
to the one emploved by Cooper and Groff [13] in their studyv of a
resistively heated surgical probe. The test medium used to simu-
late tissue was a clear gel composed of 1.5 percent gelatin-98.5
percent water. The gel was contained in a cubical plexiglass box,
20 ¢m on a side. Ten centimeters down from the top, on the inside
of the box, was a small “lip” that supported the frame encased
liquid crystal sheet. A 1.27-cmi-dia hole in the side of the box and
frame, together with the notch in the liquid crystal sheet, allowed
the crvoprobe to be inserted such that its tip was in the geometric
center of the box. The box, liquid crvstal sheet and cryoprobe are
shown in Fig. 4. The crvoprobe was connected to the pressurized
liquid nitrogen supply with the aid of a neoprene insulated feeder
line as shown in Fig. 5.

The gelatin offered two highly desirable features as a test medi-
um. First, it was very clear and allowed excellent photos of the
liquid erystal sheet 1o be taken through it. Second, when set, the
wel behaved as a solid with thermal properties quite similar to
water [14].

Before filling the box with the gel. the probe and liquid erystal
sheet were carefully positioned so that the plane of the sheet uni-
formly intersected the long axis of the probe. This assured that
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§

Schematic of liquid crystal sheet indicating the arrangement of

the various crystals together with the calibrated event temperaiures

Fig. 5 Complete experimental setup. Shown are the test cell, cry-
oprobe, transfer line, pressurized liquid nitrogen container, and tempera-

ture recorder.
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the lguid crvstals gave an accurate, undistorted display of the

temperature field surrounding the probe. Next. the gel, which was

still in hguid form, was slowly poured into the box to within 1 em
of the top. The entire svstem was then allowed to sit for 24 hrin a
o9 ¢

room  af ter assure temperature uniformity throughout the

n
vel. Pwo copper-constantan thermocouples, one on the probe tip

and the other near er of the box, were used to check tem-

perature uniformity

In a wpical experimental run, the liquid nitrogen was suddenly

introduced into the crvoprobe. When the tip temperature of the
probe reached a predetermined value. the regulator on the pres-
ally adjusted to maintain the tip temper-
Approximateiy 1 min was required to bring the
probe temperature (o s fina

Photographs of t ion and the various isotherms dis-
played on the liquid crystal sheet surrounding the probe were

surized dewar was manu

constant.

ature

value.

e frozen t

taken at various time otervals using a Graflex 4 X 5 Press cam-
era fitted with a Polaroid Land {ilm holder. Polaroid 4 x 5 Land
film, tvpe A7, was used. Photographs were normally
taken at times of 0, 1, 3.5, 10, 15, 30 min and every 15 min there-
after until the 21.0 € isotherm. displaved by liquid crystal R-19,
moved to the edge of the test cell. At this point in time, the ex-

i
3000 speed,

periment was terminated. Six experimental runs were made with

probe tip temperatures varving from —36 to — 117 C.

Theoretical Analysis

Approximate theoretical analvses of the growth rate of the fro-
zen region arcund a crvoprobe have previously been made by
Barron [6] and Cooper and Trezek [8] Barron’s analysis assumed
that the heat removed at the probe surface was constant. This is
in contrast to the constant probe surface temperature case con-
sidered by Cooper and Trezek. In the present set of experiments,
the probe surface temperature was maintained constant, a condi-
tion that was easily established experimentally. A comparison
has been made. and will be discussed in the following section, be-
tween our experimentally detérmined ice growth rate, and atten-
dant temperature fields. and those predicted analyvtically by Coo-
per and Trezek.

Briefly, the analvtical model proposed by Cooper and Trezek
assumes that heat capacity effects in both the frozen and unfro-
zen regions surrounding the probe are negligible compared to the
latent heat of fusion effects resulting from the phase change.
Blood tlow and metabolism terms are included in the complete
model, but will be neglected in the present discussion since the
test medium was a gel. Neglecting heat capacityv effects allows
quasi-zteady state temperatures to be determined in both {rozen
and unfrozen regions surrounding the spherical probe. In nondi-
menszional form, these temperatures are (see Fig. 6 for nomencla-
ture):

Frozen Region (R < ¢

2)

The normalized ice front location. r*, is related to normalized
time, 7, and probe surface temperature, 5. by the relationship:

Dty
S

[

/
Tl

(3)

The nondimensional quantities used in equations (1), (2). and
(3) are detined as:

e = normalized frozen phase
temperature
g normalized unfrozen
phase temperature
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Fig. 6 Schematic of cryoprobe depicting the trozen and unfrozen re-
gions. Nomenciature used in the theoretical analysis is indicated on the
sketch.

Fig. 7 Cryoprobe and liquid crystal sheet prior to lowering the tip tem-
perature to —75 C. A clear gel surrounds the probe.

e normatized phase change
temperature
)' N .
R = — = normalized radial lo-
¥ .
v cation
) — normalized ice front
¥ .
i location
7 normalized time
= normalized probe sur-

face temperature

A computer code was written to solve equation (37 for values ol
 as a function of 7 and n. These values of r*
tuted into equations (1} and (2) to generate values of 7,

and »n. Typical theoretical values are compared

were then subsii-
and 4 as
functions of 7
with our experimental results in the following section.

Results

Figs. 7 through 10 are black and white repraductions of colored
photos taken of the frozen region and liquid crvstal sheet at times
of 0, 5. 30, and 60 min. Although the black and white reproduc-
tions do not clearly delineate the various isotherms corresponding
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to each liquid crystal range, these isotherms are brilliantly dis-
plaved in red, green. and blue in the colored photos.

Agreement between experimentally determined values of the
ice growth rate and those predicted theoretically using equation
(3} was excellent. Experimental versus theoretical values of the
normalized ice ball radius, r#, versus normalized time, 7, are
compared in Fig. 11. Each curve is parameterized by a normal-
ized probe surface temperature, 5. Under each value of » is shown
the actual probe surface temperature used in the run. For all ex-
perimental runs, agreement between theory and experiment as
well within the estimated experimental and theoretical uncer-
tainties of £9 percent. Uncertainty in the exact placement of the
theoretical curves is due primarily to uncertainties in the values
of the thermophysical properties assumed for gel. Property values
were taken to be those of pure water. The primary uncertainty in
the experimental points resulted from inaccuracies in locating the
perimeter of the ice ball on the photos. As can be seen, however,
the ice region was nearly spherical in shape. Diameters were mea-
sured from the probe center along a line perpendicular to the
probe axis. Details of the uncertainty analysis can be found in
reference [15].

Agreement between the experimentally determined transient
temperature field in the unfrozen region and values predicted
with equation (2) was not good. as is shown in Fig. 12. The results
of this run were obtained using a probe tip temperature of =75 C
and an initial gel temperature of 22 . The discontinuity at —2 C,
the gel phase change temperature, indicates the ice ball size at a
particular time after initiating cooling. The actual temperature
gradient in the unfrozen gel is much steeper than the theoretical-
ly predicted value. This is to be expected since the heat capacity
influence of the gel is not taken into account in the theoretical
model.

Although the theory does not satisfactorily predict the details - . :
of the transient temperature field in the unfrozen region, it does Fig. 9 Cryoprobe and liquid crystal sheet 30 min after initiating cooling
vield excellent predictions of the growth rate of the frozen region.

This seems to be contradictory to what one would expect. How-
ever, for the water-like gel, the latent heat of fusion, L, is large
compared to the thermal capacity, ¢ Ty — Tpel. For our experi-

¥ b o

1.7-8.0° C
ISOTHERMS

19.8-21.5° C
ISOTHERMS

Fig. 8 Cryoprobe and liquid crystal sheet five min after initiating cool-

ing. Various isotherms depicted by the arrows are clearly evident in col- RIS e J
ored photos. Fig. 10 Cryoprobe and liquid crystal sheet 60 min after initiating cooling
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Fig. 11 Comparison of experimentally measured values of the ice
growth rate with those predicted using equation (3). Each curve is par-
amelerized with the normalized probe surface temperature, n. Actual
probe fip temperatures are shown in parenthesis.

Toct/L = 0.25. This indicates that the majority of
energy removed from the unfrozen phase is latent heat and not
ble heat. Since latent heat is the controlling factor on the ice
growth rate, and since the latent heat effect is treated correctly in
the theoretical model, theoretical predictions of the ice growth
rate are reasonable.

ments, ¢ (T ~

SRS

Surmmary

The rate of growth of the frozen region surrounding a 1.27-cm-
dia cryoprobe has been determined experimentally by embedding
the probe in a clear gel. Experimental values of the ice ball radius
compare within 9 percent of those predicted using a theoretical
model which neglects the heat capacity of both the frozen and
unfrozen phases.

Liguid crystals, a material that exhibits brilliant changes in
color over known, well-defined temperature bands, were used to
determine the magnitude and extent of the temperature field in
the unfrozen region surrounding the cryoprobe tip. The liquid
crystals offered three distinct advantages over thermocouples as a
temperature transducer. First, thermocouples are extremely diffi-
cult to position accurately in applications such as the one under
study; second, conduction along the thermocouple lead wires may
introduce large errors in the measured temperature; and finally,
thermocouples provide only pointwise temperature measurements
necessitating the need for many if complete temperature informa-
tion is to be obtained.

Liguid crystals, on the other hand, when coated on a mylar
substrate and positioned correctly in the field, allow one to oh-
seyve a continuous display of certain select isotherms. The mylar
used in our investigation was approximately 0.008 cm thick.
When spraved with liquid crystals and coated with a waterproof-
ing agent, the thickness of the overall composite was approxi-
mately 0.025 ¢m. Since the composite was formed of low thermal
conductivity and thermal capacity materials, it is estimated that
isotherm locations were influenced by no more than one-half the
composite thickness, or 0.013 em.
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equation (2). The probe surface temperature for this particular run was
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Effect of Tube Relocation on the
Transfer Capabilities of a Fin
and Tube Heat Exchanger

F. E. M. Saboya! and E. M. Sparrow’

Introduction

Local and average transfer coefficients on the fins of a one-row
plate fin and tube heat exchanger configuration have been deter-
mined in [1)? by employing the analogy between heat and mass
transfer. In the range of Reynolds numbers that is encountered in
present-day air-conditioning machines, the local transfer coeffi-
cients were found to be very low on the portion of the fin that is
washed by the wake downstream of the tube. Consequently, that
portion of the fin contributes very little to the overall transfer
capabilities of the exchanger.

In view of the aforementioned finding, it is natural to consider
candidate approaches for eliminating the deleterious effect of the
wake that is shed from the tube. One approach is to relocate the
tube toward the rear of the fin, thereby placing the wake region
outside (i.e., downstream of) the exchanger. Experiments that
were performed to explore the effect of relocating the tube are re-
ported here. As in (1], the naphthalene sublimation technique
was employed to obtain local and average mass transfer coeffi-
cients.

Fig. 1 shows a plan view of the two heat exchanger configura-
tions whose transfer characteristics are to be compared. The
upper diagram depicts the standard arrangement studied in [1] in
which the tubes are positioned centrally with respect to the
streamwise length of the exchanger. For the configuration pic-
tured in the lower diagram, the tubes are positioned on the rear
portion of the fin. Aside from the rearward displacement of the
tubes, the two configurations are geometrically identical. The fig-
ure also displays dimensional nomenclature and the surface coor-
dinates x,v. The dimensions D, S, L, and h (spacing between fins)
are the same as those of [1].

The fins of the heat exchanger were simulated by specially cast

! Department of Mechanical Engineering, University of Minnesota, Min-
neapolis, Minn,

2 Numbers in brackets designate References at end of technical brief.
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naphthalene plates. Local transfer coefficients were determined
by measuring the local changes of surface elevation which re-
sulted from sublimation of naphthalene during a data run. The
average transfer coefficient was found both by integrating the
local mass transfer rates and from direct measurement (by a pre-
cision balance) of the overall mass transferred. The experimental
method and data reduction procedures have been described in de-
tail in [1] and need not be repeated here.

A dimensionless representation of the mass transfer coefficients
is made in terms of the Sherwood number, which is the mass
transfer analogue of the Nusselt number. The Sherwood number
results can be converted to Nusselt number results by employving
equations (15) and (16) of [1].

Results and Discussion

The effect of tube relocation on the transfer characteristics has
been investigated for Re = 650. This Reynolds number was se-
lected because it falls at about the midpoint of the range studied
in [1] and because it corresponds to operating conditions encoun-
tered in present-day air conditioning machines.

The distribution of local transfer coefficients on the fin surface
is presented in Fig. 2 for the case of rear-positioned tubes. The
figure contains a succession of graphs, each corresponding to a
given axial station parameterized by x/L. At each such station,
the local Sherwood number is plotted against the dimensionless
spanwise coordinate v/{5/2). Values of x 'L < 0.538 correspond to
fin locations upstream of the tube, whereas 0.538 < x/L < I de-
note fin locations at the side of the tube.

Inspection of the figure indicates that the transfer coefficients
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Fig. 2 Distribution of local Sherwood number on the fin surface for
rear-positioned tubes. Re = 652 and Schmidt number = 2.5.
T T T ! T ) rates at various axial stations. To this end. at any axial station,
= 24 71 onecanevaluate
- % 572
ob & | el v dy (1)
\\\ ' =0
\
o Q X . .
N I3 - where mi(x,v) is the local rate of mass transfer per unit area. In
N - . . I3 o~
\U\ 2 \\Q / carrying out the integration, nifx.v) was set equal to zero at fin
\\'A N REAR TUBES w locations x,v that are blocked out by the tube. Equation (1) gives
\l&«g_ R\/ the spanwise-integrated mass transfer rate at x.
S g The mass transfer rates evaluated from equation (1) are plotted
Soo o . ceg in Fig. 3, with solid and dashed lines, respectively, used to con-
A\; ': R nect data points for the rear-tube and central-tube configura-
NTRAL TU . s . .
“E Be " tions. The data have been scaled to correspond to identical oper-

Fig. 3
sition

Spanwise-integrated mass transfer rate as a function of axial po-

on the forward part of the fin display trends typical of those for a
channel flow, with a thermal entrance region at smaller x/L
which gives way to a thermally developed state at about x/L ~
0.4. Thereafter, owing to the influence of a vortex system which
develops in front of the tube and is swept around the side, a peak
appears in the transfer coefficient distributions. The peak dimin-
ishes at larger x/L as the vortex is dissipated. The curves for x/L
> 0.538 do not extend all the way to y = 0 owing to the fact that a
part of the fin is blocked out by the tube.

Local results comparable to those of Fig. 2 are presented in Fig.
4 of [1] for the case of centrally positioned tubes. A comparison
between the two figures reveals a number of differences. First of
all, as expected, the first appearance of the peaks in the distribu-
tion curves is shifted to larger x/L when the tubes are relocated
at the rear. Also, with the tubes at the rear, the blockage of the
channel by the tubes is not felt at forward locations on the fin.
Since the forward part of the fin is influenced to a lesser degree
by the vortex pattern and by the upstream effect of blockage
when the tubes are relocated, thermal development of the chan-
nel flow can take place.

The effect of tube relocation on the overall transfer capabilities
of the system will be discussed in terms of additional information
to be presented shortly. However, on the basis of Fig. 2 and Fig. 4
[1], it appears that there is greater transfer from the forward part
of the fin with centrally placed tubes, greater transfer from the
middle region of the fin with rear-positioned tubes, and a near
parity on the rearward part of the fin.

One assessment of the relative transfer capabilities of the two
configurations may bhe made by comparing the mass transfer
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ating conditions for the two cases. Inasmuch as the figure is con-
cerned only with relative rates of transfer, the ordinate scale is in
arbitrary units.

The figure shows that relative to the standard central tube ar-
rangement, the use of rear-positioned tubes vields higher transfer
rates in the mid-region of the fin and lower transfer rates in the
forward portion and. to a lesser extent, in the rear portion. The
overall transfer rates for the two fin configurations are represent-
ed by the areas under the respective curves. The outcome of a
comparison of areas is that the overall transfer rate is about five
percent greater when the tubes are positioned at the rear of the
fin.

A related comparison can be made in terms of the average
transfer coefficient defined using the overall mass transfer rate®
and the log mean {wall-to-bulk) concentration difference. The av-
erage transfer coefficient can be represented in dimensionless
form by the average Sherwood number Sh. The values of Sh for
the rear-tube and central-tube configurations were found to he
10.2 and 9.7, respectively, (both at Re ~ 650), which amounts to
a difference of about five percent.

Although the overall transfer capability of the system is in-
creased by the rearward relocation of the tuhes, the extent of the
improvement is guite small. Since such a relocation might well
necessitate an investment to alter the fabrication and assembly of
the heat exchanger, it does not appear to be a viable approach in
view of the modest gains in transfer capability.

Reference
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Power-Law Solutions for
Evaporation From a Finned
Surface

D. K. Edwards,' A. Balakrishnan,' and lvan
Catton'

Introduction

Gregorig [1]7 numerically calculated the capillary flow on a
fluted condenser surface and showed that high condensation coef-
ficients could be obtained near the tips of the flutes. Surface-ten-
sion-induced pressures drive the liquid condensate off the tip of
each flute, thinning the liquid film and thus reducing its thermal
resistance. Navabian and Bromlev [2] using 16 Gregorig-type
flutes per in. were able to attain a value of [/ = 14000 Btu/hr {2
F for the surface transfer coefficient on a horizontal cylinder.

It i« the purpose of this work to develop an analytical solution
for the capillary flow on a finned surface for the case of evapora-
tion. The work here thus augments that work presented earlier [3]
in which the “valley flow” region between fins or flutes was ana-
lvzed numerically and recommendations for the number of fins
per inch were made. The present work accounts for the variation
in the meniscus radius of curvature near the fin tips, the previous
work {3] having taken the curvature to be constant.

Analysis

The Model. Evaporation of a pure liquid from a finned sur-
face is modeled under the following set of assumptions: (@) The
meniscus is attached to the tip of the fin. (b) Resistance to
transverse heat tlow in the fin is negligible to that in the liquid
film. (¢) Longitudinal heat flow in the liquid is negligible com-
pared (o that in the fin. (d) Flow in the film toward the fin tip is
quasi-established laminar film flow accompanying a pressure gra-
dient and an associated meniscus curvature gradient. The model
s thus what Potash and Wavner |4] term an “intrinsic menis-
cus.” 1t neglects the eftfect of chemical adsorption causing what
they describe as a “thin film ... (if present)” extending above the
intrinsic meniscus. (e) The interfacial mass transfer resistance is
Fig. 1 illustrates the situation envisioned. A fin of
length L having thickness o(x) available for longitudinal heat flow
has a film with thickness v(x) on the wetted flat face, where x is
measured along the face. Both 4(x/) and v(x) are imagined to go to
Zero as X goes to zero at the tip. Although the figure is drawn for a
linear 4{x), the functional dependency of 4 on x is not vet fixed.
The back of the fin is a no-flux surface.

Consistent with this model the temperature distribution along
the wetted face of the fin is governed by the well-known fin equa-
tion, e.g., |5]. The heat loss from the fin represented by the right-
hand side of equation (1) is accompanied by evaporation d1'/dx

negligible.

k)
)= vi(x) (1)

Aar T (2)
Ax T fv()

A (5(x): Aar

dx “dx

where T is the temperature excess over the saturation tempera-
ture. k is fin conductivity, k; Is liquid conduetivity, and Bre is la-
tent heat. The mass flow rate per unit width of meniscus 1'(x) is
related to the pressure gradient and meniscus curvature by as-
suming quasi-established film tlow
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ar. 31T
dx — ppy3x) (3)
o
P = ra (4)

where P is the vapor-liquid pressure difference, o surface tension,
R the meniscus radius of curvature, u; liquid viscosity, and p; lig-
uid density. The radius of curvature in turn is related to v(x), so
that

1 Ak .
R T[T+ (dv/axepee
v _ Pl o
dxt — o )

The approximation, suitable only for small x, that dyv/dx is small
has been introduced in passing to equation (6).

Equations (1), (2), (3), and (8) are four simultaneous ordinary
differential equations in four unknown dependent variables, T, T',
P, and y. They are subject to boundary conditions

\:01\:0,51’1:0,1—':0 (7)
dx
x=L: T=T, P=0/R, (8)

Power-Law Solutions. We seek power-law solutions for the
purpose of gaining insight into the action of surface enhance-
ments without introducing distracting mathematical complexity.
We imagine that, at the tip of the fin where the meniscus attach-
es, the pressure is singular, due to the effect of the 1/y® term in
equation (3) as x and v go to zero. Hence we choose

P = (o/Ry){(x/L)7" (9)
Vo= vk /LY (10)
Equations (9) and (10) satisfy equation (6) when
1 Lt
Vo = 75 ey (11)

T -2 —n) Ry

With Prx) having been prescribed we must regard é(x) as an un-

known dependent variable. A condition upon 6 must replace the

lost boundary condition on P at x = L. Equations (3), (9), and
(10) and the condition I'(0) = 0 yield

T = Ty(x/L) (12)

_ i opy L

07 (1 -np(2 —n) 3, RS

T

(13)

Lioub
FLOW

HEAT FLOW

Fig. 1 Fin-meniscus geomelry
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Table 1 Properties of interest

Fluid b Kk,
Eg. {21} Copper Red Brass Bronze Cupro-Nickel Titanium
{ft/F] k=204 k=92 k=40 k=26 k=11.8
Water 7.5J><ll)712 517 253 101 a6 30
at 220°F
Freon 12 4,ZUXIOV“ 6755 3046 1325 861 391
at 160°F
Freon 22 S,Z()xlO;“ 5500 24880 1080 700 318
at 160°F
Ammoni a 3.29)(10““ 829 374 163 106 48
at 120°F
Equations (2), (10}, and (12) dictate that
el ~ . 6 ~5n
T = Tolx/L) (14)
7 n(5 -~ 4n) ophy, Lt (15)
b I e =
(1 = n)(@2 —n)d 3k, R
Finallv equation (1) prescribes
8 = By(x/L)" (16)
(1 -m)2-n) &k
0w ()

7 (5 a6 —5n) R 0

Constraints: Equation (15} is not merely a definition of the
quantity To. Reference to equation (8) indicates that it represents
an imposed boundary condition. That this boundarv condition
can always be met by suitable choice of n is evident from the fact
that the right-hand side varies from zero at n = 0 to infinityv at n
= 1 for any property values and geometrical lengths . and Ro.

The resulting value of n impacts upon the thickness of the fin
which can be accommodated by the power law solutions, accord-
ing to equation (17). Let the ratio of 39/L be denoted by tanf, and
substitute into equation (17)

5
tanf = —;Q (18)

(1 - ’L),(,,Z ~n) ky Ry

G465k L "

tané =

Since ki/k is small for a dielectric liquid and a metal wall, the
quantitv Ro/L must be large in order to avoid a small tanf. But
equation (15) is a constraint. Eliminating Ro from equation (15)
by virtue of equation (19) and rearranging vields

bT, Mk RRAL G RS LER TP A L
2oy B tane = i = 0.
( L I tant (5 —4n)4/5(6 - 5n) 0.394 (20)
- ,S_H,LI",I_. (21)
e

The right-hand side of equation (20) 1s seen to possess a maxi-
mum of 0.394 at n = 0.973. Hence a large value of Ty can be ac-
commodated by our power-law solution only by accepting a small
value of tanf, and vice versa.

The dimensional fluid-property grouping and the ratio k/k; are
shown in Table 1. For a value of To/L = 1000 F/ft, equation (20)
indicates for water-copper. according to Table 1,

tang = 0.032 8 = 1.85°
and for water-titanium, again using values from Table 1.
tang = 0.51 f = 29.2°

The constraints on the power-law solutions appear to limit appli-
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Table 2 Calculated heat transfer coefficient per
pair of fin faces per inch; n = 0.973

hW Bru-inch/hy £t7 F

Fluid
T /L = S00°F/f T /L = 1000°F/f T /L o= 2000°F
IO/I 50075/ ft (O/I 1000°F/ ft To,i. 000°F/ft
Water 206.4 179.7 156.4
at 220°F
Freon 12 Thod 9.7 B.4
at 160°F
Freon 22 13.1 11.4 9.9
at 160°F
Ammonia 95.2 82.9 T
at 120°F

cation of the results to relatively poor conductors such as titani-
um or cupro-nickel in association with good conductors such as
water or ammonia, if it is desired to treat triangular fins with an-
gles of § = 30 deg or so. Of course, one would expect that the heat
transfer indicated for a small value of # would be a lower limit to
that pertaining to a larger value of §.

Heat Transfer Coefficient. Per unit width of fin, say in the
circumferential direction for a circumferential groove, the total
mass flow 'y at x = L is evaporated. Let the distance which in-
cludes two wet fin faces be W. For a given W, a heat transfer
coefficient may be defined as

o 7
b= (22)
W = 2L sing (23)
With equations (13) and (15), equation (22) can be written
1/5¢1 ., \1/500 _ . \1/5
7 (175%@__; T*zik/gw (24)
b* = bT,/L (25)

Table 2 gives values of AW for n = 0.973 for a few values of
To/L and the four fluids listed in Table 1. With n = 0.973, To/L
= 1000 F/ft, 1/W = 18 double-sided fins per in., and k; and b
corresponding to water, one obtains h = (179.7)(36) = 3234 [Btu/
hr ft2 F|. The value To/L = 1000 F/ft corresponds to a tempera-
ture difference of approximately 3.5 deg F, if L = 0.0035 ft. For
such a value equation (23) states that one can have no more than
18 fins per in. for titanium, but many more would be permitted
for copper, the number restricted by the need for flow areas as ex-
plained in reference (3].

Wayner and Coccio [6] measured hW = 20 Btu/hr ft F = 240
Btu-in./hr ft2 F with T/L = 500 F/ft for water on a 0.112 in. uni-
formly thick 304 stainless steel fin heated from the dry end. The
240 value is somewhat above the value 206.4 in Table 2 for the ta-
pered fin. This comparison, which is approximate in that the ex-
periment did not match exactly the situation under analysis here,
is interesting for the excellent order of magnitude agreement.

In summary, it has been demonstrated that a power-law solu-
tion exists for the capillary flow supplving liquid to the tip of an
evaporator fin. The solution indicates a maximum heat transfer
coefficient limited by the fluid properties only but requiring a fin
with a certain k-tanf value. The fluid properties enter predomi-
nantly as thermal conductivity k, and secondarily as a grouping b
involving viscosity, conductivity, surface tension, density and la-
tent heat. The power-law solutions indicate that heat transfer
coefficients on the order of 3230 Btu/hr ft* F should be obtainable
with water on 18 titanium fins or grooves per in.
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Transient Flow Heat Transfer
Measurements Using The Thin-
Skin Method

C. S. Landram'

Introduction

In determining steady, convective heat transfer coefficients
using the thin-skinned method. the instrumented body has typi-
cally been shuttied into a heated fluid flowing at a constant rate
{1. 2].2 The distributed conductance often impressed parallel
temperature gradients within the skin that were usually more se-
vere than those normal to the skin’s surface [1].

Recently a somewhat different application for the thin-skin was
used to measure wall heat transfer during combustion [3]. In this
application (a) the thermal conductance varied temporally owing
to a transient flow field, and (6) thermal gradients parallel to the
skin were not as important as those normal to its surface. The
2ssed to be

temperature gradient across the skin thickness was as
a result of its thermal capacitance. as opposed to the possible
normal gradients caused by heat leakage to the substrate insula-
tion of the skin [4] or to temperature gradients caused by the
thermocouple lead wire on the insulated surface of the skin {5].
This present note was motivated by the necessity to correct the
measured data in reference [3] for the temperature variation
through the thickness of the skin.

Analysis
The skin is taken to be a one-dimensional slab of material per-
fectly insulated at x = O where the temperature 77 = T(01) is
measured. The initial temperature of the slab Ty is uniform. In
terms of the mean slab temperature Ty the heat flux to the slab
g 18 given by
oT
=~k ?}T[ (€, 1)~ -pCt %’J (1)

The last equality of equation (1} was derived hy spatially inte-

grating the equation of heat conduction across the thickness [ If

equation (1) is to be evaluated for ¢, then the measured temper-
ature T, must be related to Ty. Also, the value of the instanta-
neous heat transfer coefficient i is defined by

I ”//u‘ .

= T ) 2)

where 7} is the (known) {luid temperature. Hence, both Ty and
T» must be related to the measured temperature 1.

YMember of Technical Staft. Sandia Laboratories, Livermore, Calil

Mem. ASME.
2 Numbers in brackets designate References at end of technical hrief,
Contributed by the Heat Transfer Division of THE AMERICAN 80CI-
ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat
Transter Division. December 14, 1973,
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In the solution for the slab temperature field T(x.t), the bound-
ary value problem cannot accommodate both of the prescriptions
of zero heat tlux and specified (measured) temperature at x = ().
The procedure here is to use the zero heat flux condition at x = 0
and determine the temperature field T(x,t)[6], including 7y and
Ty, for a particular history 79 = TYL¢). The purpose of this pro-
cedure is to show that there exist certain limiting relationships
for Ty — Ty and Ty ~ Ty that are independent of the history T’y
and therefore useful in evaluating equations (1) and (2). Table |
quasi-steady results when the skin is “thin”

summarizes the

enough to assure that

0
L wt > (3)
46

in which it is implied that times scales associated with the
changing flow are large compared to diffusional time scales into
the skin.

In addition to the requirement given by condition (3), the re-
sults of Table 1 show the design criterion for the practical use of
the skin to measure transient {lows:

B wf*

= O 5n (4)
where 1/3 or 1/w is indicative of the time constant or period, re-
spectively, of the flow field. From Table 1, when conditions (3}
and (4) are met, equations (1) and {2) can, independently of 3 or
w, be evaluated for Ty and Ts from the known, measured tem-
perature 7'y through?

" o, AT -
Fy=T +¢ ~——_pj/ (5)
(u,
and
1dr
Ty=Ti 45 l—]al-/» i (6)
(1(?;-5

Even it condition 4} is only weakly satisfied. the second order
terms shown in Table 1 are very small. In fact, for the ramp they
are 1dentically zero: for the exponential functions. they are %
1720 302/ and +£1/12 302/« for equations (5) and (6). respective-
lv.

Application

The toregoing results were applied to the measured tempera-
ture response obtained from the insulated thin hemispherical
constantan skin {membrane) shown in Fig. 1. The skin assembly
was mounted flush within the inner wall of a simulated spherical
combustion chamber into which a gas was injected through an or-
ifice from a smaller upstream chamber. The cold gas (i.e.. com-
bustion absent) wall thermal conductance in the spherical cham-
ber was then determined through equation (2] by the gas temper
ature rise provided bv compression heating. Thermocouple re-
cordings at four preselected skin locations (as in Fig. 1) disclosed
only minor spatial variations when compared to the overall tem-
poral response of the membrane.

Among the manyv cases tested [3], only one is herein considered
for demaonstrating the use of equations (5 and (6). Helium wax
allowed to flow from an upstream chamber to the spherical down-
stream chamber with an initial, respective pressure ratio of 1.99
1. Under adiabatic conditions this flow was calculated 1o cease in
0.019 sec, producing an adiabatic gas temperature rise ot 59 9F
deg in the spherical chamber.

The caleulated curves for Ty and T shown in Fig. 2 were de-
termined from equations (5) and (6) by differentiating the fol-
lowing curve fit to the measured recording ot Ty

3 Equations (31 and 51 can also be derived using the inverse solution
viven by Burgerat [7).
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Transient Flow Heat Transfer
Measurements Using The Thm-
Skin Method

C.S. Landram

Introduction .

In determining steady, convective heat transfer. coefficients
using the thin-skinned method, the instrumented body has typi-
cally been shuttled into a heated fluid flowing at a constant rate
[1,.2].2 The distributed conductance .often impressed parallel
temperature gradiénts within the skin that were usually more se-
vere than those normal to the skin’ssurface [1].

- Recently a somewhat different application for the thin-skin was
used to measure wall heat transfer during combustion {3]. In this
application (a) the thermal conductance varied]temporally owing
to a transient flow field, and (b) thermal gradients parallel to the
skin were not as important as those normal to its surface. The
temperature gradient across the skin thickness was assessed to be
a result of its thermal capacitance, as opposed.to the possible
normal gradients caused by heat leakage to the substrate insula-
tion of the skin [4] or to temperature gradients caused by the
thermocouple lead wire on theArnsulated surface of the skin [5].
This present note was motivated by the necessity to correct the
measured data in reference [3] for the’ temperature variation
through the thickness of the skin.

Analysis
.. The skin is taken to be a one-dimensional slab.of matenal per-
fectly insulated at x = 0 where the temperature 77 = T(0,t) is
measured. The initial temperature of the slab Ty is uniform. In
terms of the mean slab temperature Tu the heat flux to the slab
quw is given by
dTy
=—pCl=— 1
o =—pctdr
The- last equality of ‘equation’ (1) was derived by spatially inte-
‘grating the equation of heat conduction across the thickness [ If
equation (1) is to be evaluated for q,,, then the measured temper-
ature T4, must be related to Ths. Also, the value of the instanta-
neous heat transfer coefficient £ is defined by
) Gy (
=, Ty = =T ¢t
T, - T, 2 {4 ) @)
where Tf is the (known) ﬂurd temperature Hence both Twm and
Ty must be related to the measured temperature Ty

oT

h
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In the solution for the slab temperature field T(x,t), the bound-

_ary value problem caniot accommodate both of the prescriptions

of zero heat flux and specified (measured) temperature at x = 0.
The procedure here is to use the zero heat flux condition at x = 0

- and determine the temperature field T'(x,t)[6], including 74 and

Ty, for a particular history T2 = T(l,t). The purpose of this pro-

“cedure is to show that there exist certain limiting relationships

for Ty — Ty and T2 — T that are independent of the history T -
and therefore useful in evaluating equations (1) and (2). Table 1

- summarizes the quasi-steady results when the skin is “thin”

enough to assure that

nz
—at>>1 ®3)
402

in which it is implied that times scales associated with the
changing flow are large compared to diffusional time scales into
the skin.

In addition to the requirement given by condition (3), the re-
sults of Table 1 show the design criterion for the practical use of
the skin to measure transient flows:

2 2
BE or L oy @)
a 2a

where 1/8 or 1/w is indicative of the time constant or period, re-

spectively, of the flow field. From Table 1, when conditions (3}

and (4) are met, equations (1) and (2) can, independently of 8 or
w, be evaluated for Ty and T2 from the known, measured tem-
perature T through?

Ty="T +5 — (5)
6 t
a3
and
1 4dr
=T +3 oit ®)

Even if condition (4) is only weakly satisfied, the second order
terms shown in Table 1 are very small. In fact, for the ramp they
are identically zero; for the exponential functions, they are =+
1/20 B1?/a and £1/12 B2/ for equations (5) and (6), respective-
ly.

Application

The foregoing results were applied to the measured tempera-
ture response obtained from the insulated thin hemispherical
constantan skin (membrane) shown in Fig. 1. The skin assembly
was mounted flush within the inner wall of a simulated spherical
combustion chamber into which a gas was injected through an or-
ifice from a smaller upstream -chamber. The cold gas (i.e., com-

“bustion absent) wall thermal conductance in the spherical cham-

ber was then determined through equation (2} by the gas temper-
ature rise provided by compression heating. Thermocouple re-
cordings at four preselected skin locations (as in Fig. 1) disclosed
only minor spatial variations when compared to the overall tem-

* poral response of the membrane.

Among the many cases tested [3], only one is herein considered

- for demonstrating -the use of equations (5) and (6). Helium was

allowed to flow from an upstream chamber to the spherical down-

‘stream chamber with an initial, respective pressure ratio of 1.99/

1. Under adiabatic conditions this flow was calculated to cease in
0.019 sec, producing an adiabatic gas temperature rise of 53.9F
-deg in the spherical chamber.

The calculated curves for Ta and T2 shown in Fig. 2 were de-
termined from equations (5) and (8) by differentiating the fol-
lowing curve fit to the measured recording of T'y:

'3Equations (5) and (6) can also be derived using the inverse solution
given by Burggraf [7].
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Table 1 -Results of quasi-steady calculations for-
several choices of the temperature of the exposed

surface of the slab

Assumed Surface C y Caleulated Mean-
Temper at Temper atx =0, Slab Temperature
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Fig. 1 ~Intrinsic heat flux sensor and skin assembly. Only one of four
thermocouple attachments is shown.
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‘where the numerical constants Al, Az, a, and 'V for the case con-
- sidered here are as shown in Fig. 2. Equation (7) was written for
time scales greater than about 0.0125 sec, thus satisfying condi-
tion (3), and only those times are shown plotted in Fig. 2.

For the case.considered in Fig. 2, the gas-wall temperature dif-
ference is large (varymtr from. about 40 to 60F deg) compared to
the difference T2 — T4 (as much as about 1.6F, deg). Therefore
the denominator of equation (2) is not too sensitive to the neces-
sary mclusmn of Ty — Ty to the measured temperature T4 in de-
termining 7y — T%. However, because of the indicated differentia-
tion of Ty for determining the heat flux in equation (1), the nu-
merator of equation (2) must be carefully evaluated when making
the necessary addition of the small difference Ty = T, to the
measurements of 7. In fact, the first order fractlonal error ¢ in
Qu, which would result using Ty in equation (1), rather than Ty,

* isshown in Fig. 2.

For the case of equatron (7), the ratios of second to first order
terms in the expressions for To — T5 and Ty - i arekgiven by
3¢ and 9¢ /5, respectively. These ratios are negligibly small for
times when the first order terms are appreciable; and in other
times, the magnitudes of these ratios are unimportant.
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Fig. 2 Results of particular application. Ordinates to the left, depicting
Ty and Ty, are evaluated from equations (5) and (6). The ordinate to the
right is the ‘fractional first order error in-the heat flux made by equatmg
Tyand Ty. . ;
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‘Temperature Distribution
Around a Movmg Cylmdncal
Source

R. Trivedi’ and S. R. Srinivasan?

Introductlon

. Temperature distributions a.round moving point . and hne
sources have been obtained by Rosenthal [1], and the impor-
‘tance of such an analysis in understanding many practical prob-
lems in welding and solidification is well established in literature
[2-4]. Many important problems, however, involve moving
sources or sinks which are finite in size. In this communication,
therefore, the Rosenthal treatment is extended to obtain temper-
ature distribution around a moving source whose shape .corre-
sponds to a circular cylinder of infinite height and radius R.

Analysis

The heat flow equation whxch governs the temperature distri-
bution around the moving sourceis

aT, "
at ,(1)
where [ = 1,2 represents the temperature fields outside and inside
of boundary of the moving source and ¢; is thermal diffusivity.
We now consider the case in which the source is moving at a con-
stant velocity, V in a direction normal to the axis of cylinder. As
postulated by Rosenthal [1], such problems can be simplified by
assuming .a quasi-stationary state in a coordinate system  at-
tached to the moving source. The steady-state heat flow equation,
in a moving coordinate system, is obtained as [2] e

=a,VT, (@ =1,2),

.. 1Assoc. Professor Department of Metallurgy and Metallurgist, Ames
Laboratory of USAEC, Iowa State University, Ames, Towa.
2 Graduate Research Assistant, Ames Laboratory of USAEC, Ames,
Towa. Now at Max Planck Institute, Diisseldorf, West Germany.
-~ 3Numbers in brackets designate References at end of technical brief.
Contributed by the Heat Transfer Division of THE AMERICAN SOCI-
ETY OF MECHANICAL ENGINEERS.
Manuscript received by the Heat Transfer Division, December 26, 1973.

a, Vi, + V+VT,= 0 2)

We now define dimensionless Cartesian coordinates by dividing
the dimensional coordinates by R. This giveé for equation (2},

1,4+ 2, T 20 (3)

where the source is moving in the x dlrectmn and p; = VR/2q; is
the thermal Peclet number.

We shall now obtain the solution of equation (3) under the
boundary conditions that T = T'» as x = & and that along the
boundary, the temperature profile is arbitrary but known. Such a
solution for a cylindrical source is easy to obtain if dimensionless
cylindrical coordinates (r,8) are used. In this coordinate system,
the temperature distribution is obtained as [2]

Ti -7 = e-ﬁ,—r COSBI,D(’)’,@) (4)
where 7” is a constant temperature 7. for outside field and zero
for inside field. The direction§ = 0.corresponds to the direction of

the source motion. The function ¢(r,8) is governed by the differ-
ential equation

vip —pip =0 (5)
The solution of equation (5) is obtained by the separation of vari-

ables method and the temperature field, Ty, outside the cylinder
and the temperature field, T, inside the cylinder are obtained as

Ty — Tu = e7#17088 EA,, (pﬂ)) cos nf (6a)
1
and
Ty = eb2 st ZB L(ber) cos no (65)
) "I (Pz)

where I, and K, are modified Bessel functions of first and second
kind, respectively. The values of coefficients A, and B, are ob-
tained from the boundary condition along the moving cylindrical
surface.

We now consider a boundary condition such that the tempera-
ture profile can be analyzed into Fourier components. The tem-
perature profile is symmetric with respect to the Z axis, the di-
rection of motion of the source. Thus along the boundary r = 1,

E(l *cos vé
v=0

N=T= (7)
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Temperature distribution around a moving cylindrical source for

(a) p = 0.1, and (b) p = 1.0. The lines represent constant value of (T —
Te)/(To — Tc.,) The coordinate axes represent distances in the units of A,

the radius of the moving cylinder.
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Fig. 2 Temperature profiles along f/ = 0 and // = 7 for a moving source
withp = 0.1 and 1.0

where a,, the Fourier coefficients of the boundary value, are
known. Comparing equation (7) with equation (6a) at r = 1, we
get

25 A,c0S 16 = —T. e?19°%% + #1998 75 4 .cos 1@

n=0 v=0

The value of coefficient A, is then obtained as

f eP1°%8 cos nBde

A= T
f epic"”za cos vg cos ng-df

v=(0
or

An = _Tﬂ'en.ln(pi) + 521' Z%)n”[]!un(pi) + Iu-n(pl)] (8a)

1,71:0

2, n=1

where €, =

Similarly, comparing equation (7) with equation (6b), we get

B, = 2 ZG [ v+n pZ + 1. n(PZ)] (Sb)

The temperature distribution outside the inside moving cylin-
der is then given by equations (6a) and (6b) in which the coeffi-
cients A, and B, are obtained from equations (8a) and (8b), re-
spectively.

If the moving cylinder is isothermal with temperature To on its
surface, the coefficients A, and By have simple values given by
the expressmns

Tﬁ)en[n(pl)
B,., = Toenln(pZ)

Discussion

For an isothermal cylindrical surface, the inside temperature
will be constant and equal to To. The temperature distribution in
the outside region of the cylinder will depend on the velocity, or
more precisely on the Peclet number p;. Fig. 1 shows isotherms
around a moving cvlinder for two growth conditions, viz. p = 0.1
and 1.0. Note that for a stationary cylinder, the isotherms will be
svmmetrical around the source. However, as velocity is increased,
the isotherms tend to bunch closer together in front and tend to
spread apart in the rear of the source. As velocity is further in-

creased. the temperature profile in front of a moving cylinder be-
=0and § =

comes quite steep. The temperature profiles at 8
directions are shown in Fig. 2

The present results can be profitably applied to the arc weldm'7
case in which a molten pool of liquid is present surrounding the
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source. Here the thermal diffusivity will be in liquid, a;%, and the
extent of liquid pool will be given by the isotherm which corre-
sponds to the melting point of the solid. The temperature distri-
bution in solid can be calculated by using the thermal diffusivity
in solid, a;%, and by considering temperature continuity at the
solid-liquid interface.
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Solution of Anisotropic Heat
Conduction Problems by Monte
Carlo Procedures

J. Padovan?

Introduction

Under certain circumstances, an engineering designer is some-
times faced with requiring the temperature at only a few isolated

‘points of a given design configuration. In this context, since the

general purpose finite element (1];? as well as the classical finite
difference techniques [2], must treat the global thermal problem,
the Monte Carlo procedure [3], which handles the problem from
an individual point basis, may be used as an alternate solution
procedure. With this in mind, this note is concerned with extend-
ing the Monte Carlo [3] procedure to the solution of anisotropic
heat conduction problems: For simplicity, using the floating ran-
dom- walk technique of Haji-Sheikh and Sparrow [3], only the
steady-state Dirichlet problem will be considered herein. Based
on this development, direct extensions .are also possible for the
mixed Dirichlet, Neumann and Cauchy problems for the steady-
state and transient problems, using both the fixed and floating
random walk procedures. As will be seen from the results given
herein, contrary to the isotropic treatment [3], as might be ex-
pected, thermal material anisotropy induces a directional prefer-
entiality for both the fixed and floating random walk procedures.

Development
For homogeneous fully anisotropic media, the governing steady-
state conduction equation takes the form [2]
p 8°T
Y ogx8x,

Following Haji-Sheikh and Sparrow (3], the basis of the aniso-
tropic form of the floating random walk may be deduced in terms
of a Poisson integral type solution. For the given problem, due to
the noncanonical form of equation (1) [4-6], such a solution is not
directly available in the (%3, x2, x3) space. Rather, the required
integral representation must be obtained in a transformed space
which reduces equation.(1) to a canonical form. For the present
note, this is achieved by transforming (xi, x2, x3) to the principal
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where a,, the Fourier coefficients of the boundary value, are
known. Comparing equation (7) with equation (6a) at r = 1, we
get

25 A,c0S 16 = —T. e?19°%% + #1998 75 4 .cos 1@

n=0 v=0

The value of coefficient A, is then obtained as

f eP1°%8 cos nBde

A= T
f epic"”za cos vg cos ng-df

v=(0
or

An = _Tﬂ'en.ln(pi) + 521' Z%)n”[]!un(pi) + Iu-n(pl)] (8a)

1,71:0

2, n=1

where €, =

Similarly, comparing equation (7) with equation (6b), we get

B, = 2 ZG [ v+n pZ + 1. n(PZ)] (Sb)

The temperature distribution outside the inside moving cylin-
der is then given by equations (6a) and (6b) in which the coeffi-
cients A, and B, are obtained from equations (8a) and (8b), re-
spectively.

If the moving cylinder is isothermal with temperature To on its
surface, the coefficients A, and By have simple values given by
the expressmns

Tﬁ)en[n(pl)
B,., = Toenln(pZ)

Discussion

For an isothermal cylindrical surface, the inside temperature
will be constant and equal to To. The temperature distribution in
the outside region of the cylinder will depend on the velocity, or
more precisely on the Peclet number p;. Fig. 1 shows isotherms
around a moving cvlinder for two growth conditions, viz. p = 0.1
and 1.0. Note that for a stationary cylinder, the isotherms will be
svmmetrical around the source. However, as velocity is increased,
the isotherms tend to bunch closer together in front and tend to
spread apart in the rear of the source. As velocity is further in-

creased. the temperature profile in front of a moving cylinder be-
=0and § =

comes quite steep. The temperature profiles at 8
directions are shown in Fig. 2

The present results can be profitably applied to the arc weldm'7
case in which a molten pool of liquid is present surrounding the
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source. Here the thermal diffusivity will be in liquid, a;%, and the
extent of liquid pool will be given by the isotherm which corre-
sponds to the melting point of the solid. The temperature distri-
bution in solid can be calculated by using the thermal diffusivity
in solid, a;%, and by considering temperature continuity at the
solid-liquid interface.
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Introduction

Under certain circumstances, an engineering designer is some-
times faced with requiring the temperature at only a few isolated

‘points of a given design configuration. In this context, since the

general purpose finite element (1];? as well as the classical finite
difference techniques [2], must treat the global thermal problem,
the Monte Carlo procedure [3], which handles the problem from
an individual point basis, may be used as an alternate solution
procedure. With this in mind, this note is concerned with extend-
ing the Monte Carlo [3] procedure to the solution of anisotropic
heat conduction problems: For simplicity, using the floating ran-
dom- walk technique of Haji-Sheikh and Sparrow [3], only the
steady-state Dirichlet problem will be considered herein. Based
on this development, direct extensions .are also possible for the
mixed Dirichlet, Neumann and Cauchy problems for the steady-
state and transient problems, using both the fixed and floating
random walk procedures. As will be seen from the results given
herein, contrary to the isotropic treatment [3], as might be ex-
pected, thermal material anisotropy induces a directional prefer-
entiality for both the fixed and floating random walk procedures.

Development
For homogeneous fully anisotropic media, the governing steady-
state conduction equation takes the form [2]
p 8°T
Y ogx8x,

Following Haji-Sheikh and Sparrow (3], the basis of the aniso-
tropic form of the floating random walk may be deduced in terms
of a Poisson integral type solution. For the given problem, due to
the noncanonical form of equation (1) [4-6], such a solution is not
directly available in the (%3, x2, x3) space. Rather, the required
integral representation must be obtained in a transformed space
which reduces equation.(1) to a canonical form. For the present
note, this is achieved by transforming (xi, x2, x3) to the principal
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coordinates and subsequently introducing the appropriate coordi-
nate stretches.

Since x;, is a second order tensor, following the usual treatment
[2], the principal coordinates are defined by

V= Hpi X5 (2)

such that the direction cosines n;; satisfy the eigenvalue problem

[k = w0y ), =0 (3)
Using equation (2) in conjunction with the coordinate stretch
zy= Vky/Kvy (4)

equation (1) reduces to the usual isotropic form in (z;, zs z3)
space. For the Dirichlet problem of homogeneous two and three-
dimensional regions with radius R and centers (219, 22¢) and (zyy.
200, Zzo), respectively, the aforementioned steady-state Poisson
integrals take the forms (3]

! QR*
2-D; T<Zln-,2'20) = f I T(R,0) + i‘“ 1 dF(9) (5)
Y Ky
3-D; Tz 2a0,23)
T QR
f f [ T(R,0,0)+ rPe | dU(OYIF(0) (8)
oY t1

In terms of equations (5) and (6), the probability distribution
functions for the two and three-dimensional developments are

given by

2-D,F(8) = 6/2m;, 3-D,F(8) = 0/2n, U(®)

= (1721 —cos ¢) (7)

These equations describe the probability distribution of the ran-
dom walking “‘particles” instantaneously situated at the centers
of the circular (2-D) and spherical (3-D) regions preparing for
their next step in 2z space. Referring to Fig. 1, transformed to x
space, the circle and sphere map to

Zp

(Zo,Zw)
+

et

- (M, %o
.Jr_

\\\E/zwyl

X

I-B

Fig. 1 Floating random walk for 2-D region
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Fig. 2 Effects of principal orientation on temperature field

Rz = (/\"1//K l-)(ii TRy S m)(’/g iV v in) { g
(8)
Considering the two-dimensional case, the probabilistic inter-
pretation of equations (7) indicates that a random walking parti-
cle instantaneously at (210, z20) will step to a new position on the
circumference of the surrounding circle, Fig. 1(a), in accordance
with the probability F. In (xy, x3) space, the random walking par-
ticle steps to the elliptic curve, Fig. 1(b), defined by equation (8).
As can be seen from the foregoing figures, the main effect of ma-
terial anisotropy is to induce a directional preferentiality on the
random walking particle in x space. From the form of the elliptic
curves described by equations (8) it follows that the greatest pref-
erence is in the coordinate direction associated with the maxi-
mum principal conductivity. Since every random walking particle
has such a directional preference, the final temperature distribu-
tion in the 2-D x space will be distorted in the direction of maxi-
mum principal conductivity. Similar preferential distortions will
occur for the three-dimensional problem as evidenced by the el-
lipsoidal surface, equation (8), surrounding the random walking
particles in x space. Apart from the aforementioned distortions,
the traditional floating random walk concept applies with no re-
vision necessary for the Dirichlet problem ?

Discussion

To illustrate the distortion to the temperature field induced by
thermal material anisotropy, as well as the potential accuracy of
the modified floating random walk type Monte Carlo procedure
described herein, the following two-dimensional steady-state
problem is considered. Recently, Padovan {5] developed a solution
for the transient thermal response of an anisotropic half space
subject to arbitrary surface conditions. For the purposes of the
present discussion, the floating random walk procedure was used
to evaluate the steady-state temperature distribution of the por-
tion of the half space described in Fig. 2. The boundary condi-
tions used for the procedure were given by the exact [5) steady-
state half space temperatures along the boundary edges described
in Fig. 2. This figure also illustrates the temperature profile of the
said region for the principal conductivity orientation defined by #
= 45 deg with respect to the half space surface. As can be seen,
anisotropy causes significant asymmetries in the temperature
profile. For all the calculations performed, the agreement between
the floating random walk prediction and the exact solution was
quite good. In general from 1500 to 4500 random walks were re-

3 The bhoundary representations developed by Haji-Sheikh and Sparrow
[3} are used herein,
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quired to insure adequate accuracy.

Similar numerical results have also been obtained using a mod-
ified version of the fixed random walk procedure. In that case,
due to the anisotropy of the conductivity tensor, the finite differ-
ence representation of the conduction equation yielded direction-
ally dependent nodal probabilities akin to those of the modified
floating random walk procedure described in the foregoing.
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Turbulent Heat Transfer for
Pipe Flow With Prescribed Wall
Heat Fluxes and Uniform Heat
Sources in the Stream

B.T.F.Chung'and L. C. Thomas'

Introduction

Turbulent heat transfer from fluid with internal heat genera-
tion has recently received considerable attention. This area of
study is significant in the design of fluid-fueled nuclear reactors,
electromagnetic pumps, flow meters, and some chemical process
equipment. The problem of turbulent generating flow was first in-
vestigated by Poppendiek (1]2 and further studied by others [2-5].
All of the earlier theoretical analyses in this field have been based
on the classical eddy diffusivity model. However, this approach
leads to exact solutions for the heat transfer coefficient or wall
temperature that are too involved for engineering computations.
In the present work, the same problem will be attacked by a dif-
ferent approach which makes use of the principle of surface re-
newal [6, 7]; emphasis will be placed on moderate Prandtl num-
bers.

Mathematical Model

Let us consider fully developed turbulent tube flow of a Newto-
nian fluid in which a unitform heat per unit volume, € is generat-
ed, with the tube walls subjected to a constant heat flux, go.
Cmploying the simple surface renewal and penetration model and
assuming constant {luid properties, we may express the tempera-
ture field for an individual eddy in the vicinity of the wall as

Lo 94 @

o 80 ik

0=y o

(1)

/:Tbatf):O (2)
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s the bulk
stream temperature. go is assumed to be positive for heat transfer

where # 1s the instantaneous contact time and 7Tj

from the fluid to the wall. The solution to the foregoing svstem of
equations gives rise to an expression for the instantaneous tem
perature profile of the eddy of the form

n Ty o v
[Ty = e |20 07 cexp (v A d) e e
! v P('/\’] b v erfolv/Ada i)
o) 7 1 Ve
e XD : v do (5)
e yy Valo -7 bl dey(e1 — ¢ yl

The local mean wall temperature, T, mav be obtained by use of
the random contact time distribution of Danckwerts [6] as

1,7 i
7y exp { ; Yl

(6)
where g is the instantaneous temperature at the wall and 5 is the
mean residence time of the eddies in contact with the wall. Com-
bining equations (5) and (6) vields a simple expression for the di
mensionless mean wall temperature of the form
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where (7 = 2¢o/QR. 7 = a7 /R? and R is the radius of the pipe.
The mean residence time can be determined from the adapta
tion of the surface renewal and penetration model to momentum
transfer and is given by {7]
2v )
ey (8)
Jiexs
for Re < 10%; u* is the friction velocity and [ is the Fanning fric-
tion factor [9]. With the aid of this expression. equation (7) can
be rewritten as
T, — 1, 16 2
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23R/ GRe®/"Pr Refv Py
Only the first term is retained if o = 0, and only the second term
isretained if ¢ = 0.

(9

Discussion

The numerical results of the present model are shown in Fig. |
with (i arbitrarily set equal to 0.5, No experimental
on heat transfer for fluid subjected to simultancous heat flux and
internal heat generation. However, analvtical solutions based on
the eddy diffusivity model are available |2, 3}. Due to the com-
plexity of the exact solutions. Michivoshi and Nakajima [3] also
proposed an empirical formula which has been reported to agree
well with their exact solution. This empirical equation is shown

data exist

by dashed lines on Fig. 1. Agreement between {wo models appears
to be fairly good.

For the case of zero wall flux, i.e., (¢ = 0, equation (9) vields a
simple expression for the adiabatic wall to bulk temperature dif
ference of a generating {low. To the authors’ knowledge, only two
papers have been published which deal with the experimental
study of heat transfer in the presence of heat sources in a fluid
with moderate Prandtl number. The experiments by Poppendiek
[1] and Kinney and Sparrow [5] were carried out with sulphuric
acid solutions and salt water, respectivelv. Both papers presented
experimental data for fully developed adiabatic wall-to-bulk tem-
perature differences. Parenthetically, the predictions of reference
[4] agree well with the experimental data of reference [5]. Fig.
compares the present model with data of Kinnev and Sparrow.
Their analvtical solutions, which are hased on an earlier analysis
[2] are also included. Although data scatter is a problem, the
eddy diffusivity model appears to best correlate the data at high
Reynolds numbers, while the surface renewal model is preferred
at low Reynolds numbers. Clearly, more heat transfer data are
needed before anv positive conclusions can be drawn.
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quired to insure adequate accuracy.

Similar numerical results have also been obtained using a mod-
ified version of the fixed random walk procedure. In that case,
due to the anisotropy of the conductivity tensor, the finite differ-
ence representation of the conduction equation yielded direction-
ally dependent nodal probabilities akin to those of the modified
floating random walk procedure described in the foregoing.
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Turbulent Heat Transfer for
Pipe Flow With Prescribed Wall
Heat Fluxes and Uniform Heat
Sources in the Stream

B.T.F.Chung'and L. C. Thomas'

Introduction

Turbulent heat transfer from fluid with internal heat genera-
tion has recently received considerable attention. This area of
study is significant in the design of fluid-fueled nuclear reactors,
electromagnetic pumps, flow meters, and some chemical process
equipment. The problem of turbulent generating flow was first in-
vestigated by Poppendiek (1]2 and further studied by others [2-5].
All of the earlier theoretical analyses in this field have been based
on the classical eddy diffusivity model. However, this approach
leads to exact solutions for the heat transfer coefficient or wall
temperature that are too involved for engineering computations.
In the present work, the same problem will be attacked by a dif-
ferent approach which makes use of the principle of surface re-
newal [6, 7]; emphasis will be placed on moderate Prandtl num-
bers.

Mathematical Model

Let us consider fully developed turbulent tube flow of a Newto-
nian fluid in which a unitform heat per unit volume, € is generat-
ed, with the tube walls subjected to a constant heat flux, go.
Cmploying the simple surface renewal and penetration model and
assuming constant {luid properties, we may express the tempera-
ture field for an individual eddy in the vicinity of the wall as
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where # 1s the instantaneous contact time and 7Tj

from the fluid to the wall. The solution to the foregoing svstem of
equations gives rise to an expression for the instantaneous tem
perature profile of the eddy of the form
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The local mean wall temperature, T, mav be obtained by use of
the random contact time distribution of Danckwerts [6] as
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where g is the instantaneous temperature at the wall and 5 is the
mean residence time of the eddies in contact with the wall. Com-
bining equations (5) and (6) vields a simple expression for the di
mensionless mean wall temperature of the form
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The mean residence time can be determined from the adapta
tion of the surface renewal and penetration model to momentum
transfer and is given by {7]
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for Re < 10%; u* is the friction velocity and [ is the Fanning fric-
tion factor [9]. With the aid of this expression. equation (7) can
be rewritten as
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isretained if ¢ = 0.
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Discussion

The numerical results of the present model are shown in Fig. |
with (i arbitrarily set equal to 0.5, No experimental
on heat transfer for fluid subjected to simultancous heat flux and
internal heat generation. However, analvtical solutions based on
the eddy diffusivity model are available |2, 3}. Due to the com-
plexity of the exact solutions. Michivoshi and Nakajima [3] also
proposed an empirical formula which has been reported to agree
well with their exact solution. This empirical equation is shown

data exist

by dashed lines on Fig. 1. Agreement between {wo models appears
to be fairly good.

For the case of zero wall flux, i.e., (¢ = 0, equation (9) vields a
simple expression for the adiabatic wall to bulk temperature dif
ference of a generating {low. To the authors’ knowledge, only two
papers have been published which deal with the experimental
study of heat transfer in the presence of heat sources in a fluid
with moderate Prandtl number. The experiments by Poppendiek
[1] and Kinney and Sparrow [5] were carried out with sulphuric
acid solutions and salt water, respectivelv. Both papers presented
experimental data for fully developed adiabatic wall-to-bulk tem-
perature differences. Parenthetically, the predictions of reference
[4] agree well with the experimental data of reference [5]. Fig.
compares the present model with data of Kinnev and Sparrow.
Their analvtical solutions, which are hased on an earlier analysis
[2] are also included. Although data scatter is a problem, the
eddy diffusivity model appears to best correlate the data at high
Reynolds numbers, while the surface renewal model is preferred
at low Reynolds numbers. Clearly, more heat transfer data are
needed before anv positive conclusions can be drawn.
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Fig. 1 Dimensionless bulk-to-wall temperature differences of a heat

generating pipe flow

In the case of no internal heat generation, ie., (G > =, equa-
tion (9) correlates fairly well with the experimental data for air
8] for wall-to-bulk temperature difference. The present predic-
tions are parallel to the data, but slightly lower. This is due to
the assumption made in the analysis that the eddy temperature
at the first instant of renewal £, is set egual to the bulk stream
temperature, T5.

Since equations (7) and (9) are derived on the basis of the as-
sumption that eddies move into direct contact with the wall and
t, = T}, the application of the present analysis is restricted to mod-
erate Prandtl numbers. [t should be pointed out that the as-
sumption that eddies can be considered as semi-infinite in extent
further restricts the present analvsis to the evaluation of wall
temperature (not temperature profile) for cases in which internal
heat generation is involved.

Conclusion

An analysis has been presented to estimate heat transfer char-
acteristics for turbulent fully developed flow with constant heat
generation in the fluid and uniform heat flux at the tube wall.
The present model appears to be much simpler than the earlier
eddy diffusivity models. The expression of dimensionless wall to
bulk temperature difference derived on the basis of the present
analysis is easy to use while the results are in reasonable agree-
ment with the available data. Although the predictions for adia-
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Fig. 2 Comparison between the experimental data [8] and the predicted
dimensioniess adiabatic wall-to-buik temperature differences

batic wall-to-bulk temperature difference based on the surface re-
newal and eddy diffusivity models are not in complete agreement
throughout the entire range of Reynolds numbers, the trends and
the orders of magnitude are consistent.
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